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Preface 

This text deals with three basic techniques for constructing models of 
Zermelo-Fraenkel set theory: relative constructibility, Cohen's forcing, and 
Scott-Solovay's method of Boolean valued models. Our main concern will be 
the development of a unified theory that encompasses these techniques in one 
comprehensive framework. Consequently we will focus on certain funda­
mental and intrinsic relations between these methods of model construction. 
Extensive applications will not be treated here. 

This text is a continuation of our book, "I ntroduction to Axiomatic Set 
Theory," Springer-Verlag, 1971; indeed the two texts were originally planned 
as a single volume. The content of this volume is essentially that of a course 
taught by the first author at the University of Illinois in the spring of 1969. 
From the first author's lectures, a first draft was prepared by Klaus Gloede 
with the assistance of Donald Pelletier and the second author. This draft was 
then rcvised by the first author assisted by Hisao Tanaka. 

The introductory material was prepared by the second author who was also 
responsible for the general style of exposition throughout the text. We have 
inc1uded in the introductory material al1 the results from Boolean algebra and 
topology that we need. When notation from our first volume is introduced, it 
is accompanied with a deflnition, usually in a footnote. Consequently a 
reader who is familiar with elementary set theory will find this text quite 
self-contained. 

We again express our deep apprcciation to Klaus Gloede and Hisao 
Tanaka for their interest, encouragement, and hours of patient hard work in 
making this volume a reality. We also thank our typist, Mrs. Carolyn 
Bloemker, for her care and concern in typing the final manuscript. 

Urbana, IIlinois 
March 23, 1972 

G. Takeuti 
W. M. Zaring 
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Introduction 

In this book, we present a useful technique for constructing models of 
Zermelo-Fraenkel set theory. Using the notion of Boolean valued relative 
constructibility, we will develop a theory of model construction. One feature 
of this theory is that it establishes a relations hip between Cohen's method of 
forcing and Scott-Solovay's method of Boolean valued models. 

The key to this theory is found in a rather simple correspondence between 
partial order structures and complete Boolean algebras. This correspondence 
is established from two basic facts; first, the regular open sets of any topological 
space form a complete Boolean algebra; and second, every Boolean algebra 
has a natural order. With each partial order structure P, we associate the 
complete Boolean algebra of regular open sets determined by the order 
topology on P. With each Boolean algebra B, we associate the partial order 
structure whose uni verse is that of B minus the zero element and whose 
order is the natural order on B. 

If Bl is a complete Boolean algebra, if P is the associated partial order 
structure for Bl , and if B2 is the associated Boolean algebra for P, then it is 
not difficult to show that Bl is isomorphie to B2 (See Theorem 1.40). This 
establishes a kind of duality between partial order structures and complete 
Boolean algebras; a duality that relates partial order structures, wh ich have 
broad and flexible applications, to the very beautiful theory of Boolean valued 
models. It is this duality that provides a connecting link between the theory 
of forcing and the theory of Boolean valued models. 

Numerous background results are needed for our general theory. Many 
of those results are weIl known and can be found in standard textbooks. 
However, to assist the reader who may not know aB that we require, we 
devote §l to a development of those properties of Boolean algebras, partial 
order structures, and topologies that will be needed later. 

Throughout this text, we will use the foIlowing variable conventions. 
Lower ca se letters a, b, C, ••. are used only as set variables. Capital letters 
A, B, C, ... will be used both as set variables and as class variables; in any 
given context, capital letters should be assumed to be set variables unless we 
specificaIly state otherwise. 
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1. Boolean Algebra 

In preparation for later work, we begin with a review of the elementary 
properties of Boolean algebras. 

Definition 1.1. A structure <B, +, ., -, 0, I) is a Boolean algebra with 
universe B iff 0 and 1 are two (distinct) elements of B; + and . are binary 
operations on B; - is a unary operation on B; and Va, b, e E B. 

1. a + b = b + a ab = ba Commutative Laws. 
2. a + (b + e) = (a + b) + e a(be) = (ab)e Associative Laws. 
3. a + be = (a + b)(a + e) a(b + e) = ab + ae Distributive Laws. 
4. 0 + a =' a la = a Identity Laws. 
5. a + -a = 1 a(-a) = 0 Complementation Laws. 

Remark. There are alternative definitions of a Boolean algebra. The 
reader might find it instructive to compare the definitions given in the 
standard texts. 

Examples. I. If a '" ° then <&P(a)*, v, n, -,0, a) is a Boolean algebra. 
If a = I we have a very special 2-element Boolean algebra that we denote by 
2. Every 2-element Boolean algebra is isomorphie to 2. 

2. If a '" 0, b ~ &(a), ° E b, a E b, and if b is closed under set union, 
intersection, and relative complement then <b, v, n, -,0, a) is a Boolean 
algebra. Sueh an algebra, i.e., one whose elements are sets and whose 
operations are union, intersection, and relative complement, we will call a 
natural Boolean algebra. 

3. If for a first order logic whose language contains at least one predicate 
symbol we define an equivalence relation between sentences by 

cp '" 0/ iff f- [cp ~ 0/] 
then the collection of equivalence classes is the universe for a Boolean algebra 
called the Lindenbaum-Tarski algebra. The operations are logical disjunction, 
conjunction, negation; V, 1\, -', with the distinguished elements being truth 
and falsehood, i.e., 1 is the equivalence class of theorems and 0 is the equiva­
lence class of contradictions. 

Exercises. Prove the following for a Boolean algebra <B, +, ., -, 0, 1): 

1. (Va)[a + b = a] -+ b = O. 
2. (Va)[ab = a] -+ b = 1. 

• &'(a) = {xlxs;;a}. 
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Notation: We will use the symbols B, B', B1 as variables on Boolean 
algebras. IBI is the universe of the Boolean algebra B. When in a given con­
text the symbols 0 and 1 appear it will be understood that they are the 
distinguished elements of whatever Boolean algebra is under discussion. If 
there are two or more Boolean algebras in the same discussion we will write 
OB, IB, On', In' to differentiate between the distinguished elements of the 
different spaces. If no confusion is likely the subscripts will be droppcd. The 
same convention will be used in denoting Boolean operations. 

Theorem 1.2. If <B, +, " -,0, I) is a Boolean algebra then Va, bEB 

1.a+a=a 
2. a + ab = a 

Proo! 

aa = a 
a(a + b) = a 

Idempotent Laws. 
Absorption Laws. 

1. a + a = (a + a)1 = (a + a)(a + -a) = a + a(-a) = a + 0 = a. 
2. a + ab = al + ab = a(1 + b) = a(-b + b + b) = a(-b + b) = al = a. 

The proofs of the multiplicative properties are left to the reader. 

Theorem 1.3. If <B, +, " -, 0, I) is a Boolean algebra then 

1. -0 = 1, -1 = O. 
2. (Va E B)[1 + a = 1 1\ Oa = 0]. 

Proo! 

1. -0 = 0 + -0 = 1. 
2. 1 + a = (-a + a) + a = -a + (a + a) = -a + a = 1. 

The remaining proofs are left to the reader. 

Theorem 1.4. If <B, +, " -,0, I) is a Boolean algebra then Va, bEB 

1. a + b = 1 A ab = 0 ~ b = -a. 
2. -(-a) = a. 
3. -Ca + b) = (-a)(-b), -(ab) = -a + -b. 
4. ab = a -- a + b = b. 

Proo! 

1. b = bl = b(a+ -a) = ba + b(-a) 
= 0 + b(-a) = a(-a) + b(-a) 
= (a + b)(-a) = 1(-a) = -a. 

2. Since -a + a = 1 and (-a)a = 0, we have from 1, -(-a) = a. 
3. (a + b) + (-a)(-b) = a + (b + -a)(b + -b) 

= a + (b + -a) = 1 + b = 1 
(a + b)(-a)(-b) = [a(-a) + b(-a)](-b) 

= b(-a)(-b) = O. 

Hence by 1, -Ca + b) = (-a)(-b). 
4. If ab = athen a + b = ab + b == b. If a + b = b then ab = a(a + b) = a. 

The proof of the other half of 3 we leave as an exercise for the reader. 
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Definition 1.5. If (B, +, ., -, 0, I) is a Boolean algebra then 'Va, bEB 

1. (a - b) ~ a(-b). 

2. (a ~ b) ~ -a + b. 

3. (a<:> b) ~ (a ~ b)(b ~ a). 
I!. 4. (a ~ b)....". ab = a. 

Remark. We will refer to ~ as the natural order on the Boolean algebra. 

Theorem 1.6. If (B, +, ., -, 0, I) is a Boolean algebra with natural 
order ~ then 'Va, b, CE B 

1. a ~ a. 
2. a ~ b 1\ b ~ a -+- a = b. 
3. a ~ b 1\ b ~ c -+- a ~ c. 

Proo! 

1. aa = a. 
2. a = ab = ba = b. 
3. If a = ab A b = bc then a = ab = a(bc) = (ab)c = ac. 

Theorem 1.7. If (B, +, ., -,0, I) is a Boolean algebra with natural 
order ~ then 'Va, bEB 

1. a ~ b ....". - b ~ - a. 
2. a ~ b H a - b = O. 
3. a ~ b ....". (a ~ b) = 1. 

Proo! I. If a ~ b then a = ab. Therefore -a = -(ab) = -a + -b. 
ThenbyTheorem 1.4.4 (-b)(-a) = -b,i.e., -b ~ -a.Converselyif-b ~ -athen 

-(-a) ~ -(-b) i.e., a ~ b. 

2. If a ~ b then a = ab. Therefore a( - b) = (ab)( - b) = o. Converse1y if 
a(-b) = 0 then a = a1 = a(b + -b) = ab + a(-b) = ab i.e., a ~ b. 

3. If a ~ b then a = ab and -a = -a + -b. Therefore (a ~ b) = 
-a + b = (-a + -b) + b = -a + 1 = 1. Conversely if (a ~ b) = 1 then 
a = a1 = a(-a + b) = ab i.e., a ~ b. 

Theorem 1.8. If (B, +, ., -, 0, I) is a Boolean algebra with natural 
order ~ then 'Va, b, c, d E B 

1. 0 ~ b ~ 1. 
2. [a ~ b] A [c ~ d] -+- [ac ~ bd] 1\ [a + c ~ b + d]. 

Proo! 1. 0 = Ob A b = b1. 
2. If a = ab and c = cd then (ac)(bd) = (ab)(cd) = ac and 

(a + c)(b + d) = ab + ad + cb + cd = a + ad + cb + c = a + c. 

Exercises. Prove the following for a Boolean algebra (B, +, ., -, 0, 1): 

1. a ~ - b ....". ab = O. 
2. a ~ (a + b) A b ~ (a + b). 
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3. ab ~ a A ab ~ b. 
4. [a ~ c A b ~ c] ~ (a + b) ~ c. 
5. [c ~ a A c ~ b] ~ c ~ ab. 

Definition 1.9. If (B, +, " -, 0, I) is a Boolean algebra with natural 
order ~, jf A s; Band bEB then 

I. b = 2: a ~ (Va E A)[a ~ b] A (Vb' E B)[(Va E A)[a ~ b'] ->- b ~ b']. 
aEA 

2. b = n a ~ (Va E A)[b ~ a] A (Vb' E B)[(Va E A)[b' :::; a] ~ b' ~ b]. 

Definition l.I0. A Boolean algebra (B, +, " -,0, I) is complete iff 

(VA s; B)(3b, b' E B)[b = 2: a A b' = n a 1. 
aeA aEA J 

Example. If a # 0 then the Boolean algebra (.r:?P(a), u, n, -,0, a) IS 

complete. Indeed jf A s; S"(a) and A # 0, then 

2: b = U (A) A n b = n (A). 
bEA bEA 

Theorem 1.11. If (B, +,', -,0, I) is a Boolean algebra and A s; B 
then 

2. -na = 2: (-a). 
aeA aEA 

Proo! I. Since (Vb E A)[b ~ LaEA a] we have - LaEA a ~ -band hence 

-2: a ~ n(-a). 
aeA aeA 

Also (Vb E A)[TIaEA (-a) ~ -b]. Therefore b ~ -TIaEA (-a), hence 

2:a~ -n(-a) 
aEA aeA 

l.e., 

2. Left to the reader. 

Theorem 1.12. If (B, +, " -, 0, I) is a Boolean algebra, jf b, C E B, 
A s; B, and 

then 

cb = 2: ca. 
aEA 
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Proof If a E Athen by Definition 1.9, a s band hence ca s eh. If 
for each aEA, ca s dthen since a = (-e + e)a = -ca + ca s -e + d it 
follows from Definition 1.9 that b s - c + d. Hence eb s d and again from 
Definition 1.9 LaEA ca = eb. 

Remark. Having now reviewed the basic properties of Boolean algebras 
we turn to the problem of characterizing complete Boolean algebras. As a 
first step in this direction we will show that the collection of regular open 
sets of a topological space is the universe of a Boolean algebra that is almost 
a natural algebra. 

Definition 1.13. The structure <X, T) is a topological space iff Xi: 0, 

1. T ~ &(X) 1\ OE T 1\ XE T. 
2. A ~ T --+ U (A) E T. 
3. ('IN, N' E T)[N n N' E T]. 

T is a topology on X iff <X, T) is a topological space. If a E X and NE T 
then N is a neighborhood ur a iff a E N. If N is a neighborhood of a we 
write N(a). 

Theorem 1.14. 9"(X) is a topology on X. 

Proof Left to the reader. 

Definition l.lS. T is the discrete topology on X iff T = 9"( X). 

Definition 1.16. If T is a topology on X and A ~ X then 

1. AO ~ {x E A I (3N(x»[N(x) ~ A]}. 

2. A - ~ {x E X I (V N(x»[N(x) n A i: O]}. 

Theorem 1.17. If T is a topology on X and A ~ X then AO E T. 

Proof If B = {N E TIN ~ A} then B ~ T. Furthermore 

Then AO = U (B) E T. 

XE AO +->- 3N(x) ~ A 
-- 3N(x) E B 
-- X EU (B). 

Definition 1.18. T' is a base for the topology T on X iff 

1. T' ~ T. 
2. (VA ~ X)[A = AO --+ (3B ~ T')[A = U (B)]]. 

Theorem 1.19. If Xi: 0, if T' is a collection of subsets of X with the 
properties 

1. (Va E X)(3A E T')[a E A]. 
2. (Va E X)(VA I , A2 E T')(a E Al n A 2 --+ 

(3A 3 E T')[a E A3 1\ A3 ~ Al n A 2 ]]. 

Then T' is a base for a topology on X. 
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Froo! If T = {B s; X I (3C s; T)[B = U (C)]} then 0 = U (0) E T and 
from property I, X = U (T) E T. This establishes property I of Definition 1.13. 

To prove 2 of Definition 1.13 we wish to show that U (S) E T whenever 
S s; T. From the definition of T it is clear that if S s; T then VB E S, 3C s; T' 

B = U (e). 

If 

Cs = {A E T' lAs; B} 

then 

and 

U B = U u(Cs ) 
SES SES 

Since USES Cs s; T', U (S) E T. 

If BI, B2 E T then 3Cl , C2 s; T' 

Therefore 
BI = U (Cl) 1\ B2 = U (C2 ). 

B1 n B2 = C~eL Al) n C~z A2 ) 

= U (Al n A 2 ) 

A1ECl 
A2ECZ 

U A 3 
A1EC1 
AZECZ 

A3 s; AlnAz 

(By 2). 

Then BI n B2 E T; hence T is a topology on X. Clearly T' is a base for T. 

Definition 1.20. If T is a topology on X and A s; X then 

1. A is open iff A = AO. 
2. A is regular open iff A = A -0. 

3. A is cIosed iff A = A - . 
4. A is cIopen iff A is both open and cIosed. 
5. A is dense in X iff A - = X. 

Remark. From Theorem 1.17 we see that if T is a topology on X then T 
is the coIIection of open sets in that topology. A base for a topology is simply 
a collection of open sets from which all other open sets can be generated 
by unions. 

For the set of real numbers R the intervals (a, b) ~ {x E R I a < x < b} 
form a base for what is called the natural topology on R. In this topology 
(0, 1), and indeed every interval (a, b), is not only open but regular open. 

[a, b] ~ {x E R I a :5 x :5 b} = (a, b)-. Thus for example [1,2] is cIosed. 
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Furthermore (0, I) u (l, 2) is open but not regular open. The set of alt 
rationals is dense in R. In this topology there are exactly two dopen sets 
o and R. 

Theorem 1.21. I. In any topology on X both 0 and X are c1open. 
2. In the discrete topology on X every set is dopen and the collection of 

singleton sets is a base. 

Proo! Left to the reader. 

Remark. The next few theorems deal with properties that are true in 
every topological space (X, T). In discussing properties that depend upon X 
but are independent of the topology T, it is conventional to suppr~ss reference 
to T and to speak simply of a topological space X. Hereafter we will use this 
convention. 

Theorem 1.22. If A ~ X and if B ~ X then 

l.Ao~A~A-. 

2. AOO = AO /\ A - - = A -. 
3. A ~ B -+ AO ~ BO /\ A - ~ B-. 
4. (X - A)- = X - AO /\ (X - A)O = X - A -. 

Proo! 

1. XE AO -+ 3N(x) ~ A 
-+x~A 

XE A -+ (V'N(x))[N(x) n A -=1= 0] 
-+xEA-. 

2. XE AO -+ 3N(x) ~ A 
-+ (3N(x))[x E (N(x) n AO) /\ (N(x) n AO) E T 

/\ (N(x) n AO) ~ AO] 
-+ 3N(x) ~ AO 
-+xEAoo. 

Since by 1, AOO ~ AO we condude that AOO = AO. 

XE A - - -+ (V'N(x))[N(x) n A - -=1= 0] 
-+ (V' N(x»)(3y)[y E N(x) /\ Y E A-] 
-+ (V'N(x))(3y)(3N'(y))[N'(y) n A -=1= 0 /\ N'(y) ~ N(x)] 
-+ (V' N(x») [N(x) n A -=1= 0] 
-+xEA-. 

Since by 1, A - ~ A - - it foltows that A - - = A -. 
3. If A ~ B then 

XE AO -+ 3N(x) ~ A 
-+ 3N(x) ~ B 
-+XE BO 

XE A - -+ (V' N(x)) [N(x) n A -=1= 0] 
-+ (V'N(x)[N(x) n B -=1= 0] 
-+x E B-. 
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4. x E (X - A)- H (VN(x»[N(x) n (X - A) cl 0] 
H (V N (x))[N (X) $ A] 
.~ x rj:: AO 
-<-> X E X - A ° . 

X E (X - A)O .-)- 3N(x) S; (X - A) 
H (3N(x»[N(x) n A = 0] 
++xrj::A-
~)-xEX-A-. 

Theorem 1.23. If A S; X and if B S; X then 

1. A regular open implies A open. 
2. A is open iff X - A is elosed. 
3. A is elosed iff X - A is open. 
4. A S; Band A dense in X implies B dense in X. 

Praa! 

I. If A = A-o then AO = A-uO = A-o = A. 
2. A = AO -<-> (X - A) = (X - AU) 

-<-> (X - A) = (X - A) - . 

3. Left to the reader. 
4. A S; B -7- A - S; B-. But A dense ll1 X implies A - = X. Hence 

B- = X. 

Theorem 1.24. 11' C is a elopen set in the topological space X and 
B- - BO S; C then B- - C is elopen. 

Praat: If x E B- - C then since B- - BO S; C 

XE BO 1\ x rj:: C. 

Since C is elosed X - C is open. Therefore BO n (X - C) is open. Then 
XE BO n (X - C) implies 3N(x) S; BO n (X - C) S; B- - C. Thus B- - C 
is open. 

If (VN(x»[N(x) n (B- - C) cl 0] then 

(VN(x»[N(x) n B- cl 0 1\ N(x) n (X - C) cl 0]. 

Since B- is elosed x E B-; since Cis open X - Cis elosed, hence x EX - C. 
Therefore XE B- - C and B- - C is elosed. 

Theorem 1.25. If Cis a elopen set in the topological space X then X - C 
is elopen. 

Theorem 1.26. The elopen sets of a topological space form a natural 
Boolean algebra. 

Praa! Left to the reader. 

Theorem 1.27. If A S; X and B S; X then 
1. (A U 8)- = A - u B-, (A n B)O = AO n BO, 
2. (A n B)- S; A - n B-, AG U BO S; (A U B)0. 
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Proof 1. Since A c:; A u Band B c:; A u B we have A - c:; (A u B)-­
and B- c:; (A u B)- _ Therefore (A - u B-) c:; (A u B)-. 
XE (A u B)- 1\ x t/= A-

-+ ('V N(x»[N(x) () (A u B) 1= 0] 1\ (:lN'(x»[N'(x) () A = 0] 
-+ ('VN(x»(:lN'(x»[N(x) () N'(x) () A = 0 1\ 

(N(x) () N'(x» () (A u B) 1= 0] 
-+ ('VN(x»[N(x) () B 1= 0] 
-+x E B-. 

Thus (A u B)- c:; (A- u B-) and hence (A U B)- = A- u B-. 

XE (AO () BO) -<-> [:lN(x) c:; A] 1\ [:lN'(x) c:; B] 
-0- :lN(x) c:; A () B 
-<~ ... X E (A () B)0. 

2. Left to the reader. 

Theorem 1.28. If A c:; X, and if B c:; X, then 

1. A = A°-+A c:; A-o. 
2. (A -0)-0 = A -0. 

3. (AO () B-) c:; (A () B)-. 
4. (A u B-O)-O c:; (A - u B-O). 

Proof 1. If A = AO then since A c:; A - we have A = AO c:; A -0. 

2. Since A-o c:; A- and A-- = A- we have (A-O)-O c:; A--o = A-o. 

Since A -0 is open we have from 1, A -0 c:; (A -0)-0. Therefore 

(A - 0) - ° = A - ° . 
3. XE (AO () B-) -+ [(:lN'(x) c:; A) 1\ ('V N (x»[N(x) () B 1= 0] 

-> (:lN'(x»('VN(x»[(N(x) () N'(x» () (A () B) 1= 0] 
-+ ('VN(x»[N(x) () A () B 1= 0] 
-+ X E (A () B)-. 

4. X - (A - u B-O) = (X - A -) () (X - B-O) 
= (X - A -) () (X - B - 0 - U) 
c:; [(X - A -) () (X - B-O-)]­
= [X - (A - u B-O-)]-
= X - (A- V B-O-)O 
= X - (A u B-O)-o. 

Therefore (A u B-O)-O c:; (A - u B-O). 

Theorem 1.29. If A c:; X and if B c:; X then 

(By 2) 
(By 3) 

1. A and B are regular open implies A () B is regular open. 
2. A and B are open implies [A n B = 0 -<-> A -0 () B-o = 0]. 

Proof I. If A and B are regular open then since A () B c:; A 1\ A n B c:; B 
we have 

(A () B)-o c:; A-o = A 

(A () B)-o c:; B-o = B. 
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Therefore (A n B)-O s;;; A n B. But also 

Therefore (A n B) = (A n B)-o. 
2. If A = AO and B = BO then A = AO S;;; A -0 /\ B = BO S;;; B-o. Thus 

Consequently (A -0 n B-O) = 0 implies A n B = O. 
Conversely 

AnB=O-+As;;;X-B 
-+A-s;;;X-B 
-+A-o S;;; (X - B)O S;;; (X - B)0-
-+A-os;;;X-B-o 
-+A-onB-o=O. 

Theorem 1.30. The class F of all regular open sets of a nonempty 

topological space Xis a complete Boolean algebra with operations A + B ~ 
(A u B)-O, AB ~ An B, - A ~ (X - A)O, and distinguished elements 

o ~ 0 and 1 ~ X. 

Proo/ Clearly addition as defined is a binary operation on regular open 
sets. From Theorem 1.29 multiplication as defined is a binary operation on 
regular open sets. 

I f A is regular open then 

Thus complementation, as defined, is a unary operation on regular open sets. 
Both 0 and 1 are regular open and since Xi: 0 we have 0 i: 1. If A, Bare 
regular open sets then 

A + B = (A U B)-O = (B U A)-O = B + A 
AB = A nB = B n A = BA. 

Thus addition and multiplication are commutative. For the proof of associa­
tivity we have from Theorems 1.22 and 1.27 

(A U B)-O S;;; CA U B)- = A - U B­
A-o U B-o S;;; (A- u B-)O = (A u B)-o. 

Thus if A, B, and C are regular open sets 
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CA + B) + C = [(A u B)-o u C]-o S;;; [(A- u B-) u C-]-O 
= [(A U B) u C]-o 
= [CA -0 U B-O) u C]-O S;;; [(A u B)-o u C]-o 

= (A + B) + C. 



Thus 

(A + B) + C = [(A u B) u C]-o 
= [(B u C) U A]-O 

= (B + C) + A 
= A + (B + C). 

Consequently addition is associative. Since multiplication is set intersection 
it too is associative. 

For the proof of the distributive law we use both Theorem 1.27 and 
Theorem 1.28. 

A + (BC) = [A U (B n C)]-O 
= [(A u B) n (A u C)]-O ~ (A u B)-o n (A u C)-o 
= (A + B)(A + C). 

(A + B)(A + C) 
= (A u B)-O n (A u C)-o 
= [(A u B-O)-O n (A u C-O)-O]-O ~ [(A- u B-O) n (A- u C-O)]-O 
= [A- u (B n C)]-O ~ [A- u (B n C)-]-O 
= [A u (B n C)]-O = A + BC. 

A(B + C) = An (B u C)-O 
= AO n (8 u C)-o ~ [AO n (8 u C)-]O ~ [A n (B u C)]-O 
= [(A n B) u (A n C)]-O = AB + AC. 

AB + AC = [(A n B) u (A n C)]-O 
= [A n (B u C)]-O ~ A-o n (B u C)-o = A(B + C). 

o + A = (0 u A)-O = A -0 = A. 
lA = Xn A = A. 

A + A- = [A u (X - A)O]-O = [A u (X - A-)]-O 
= A- u (X - A-)-]O = [A- u (X - A)]O 
= XO = X. 

A(-A) = A n (X - A)O = A n (X - A -) = O. 

Thus the collection F of regular open sets forms a Boolean algebra. To 
prove that this algebra is complete we note, from the definition of multiplica­
tion and the definition of the natural order:::; for a Boolean algebra, that for 
A,BEF 

A :::; B +'>- A = AB 
+'>- A ~ B. 

If H is a set of regular open sets then [U (H)]-O is regular open. Also 

AEH--'?A ~ U(H) 

--'?A = A-o ~ [U (H)ro. 

Furthermore if B E Fand (VA E H)[A ~ B] then U (H) ~ Band 

[U (H)] -0 ~ B-o = B. 
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Thus 

Similarly [n (H)] - ° is regular open and 

A EH -'>- n (H) S; A 

-'>- [n (H) ro S; A -0 = A. 

If BE Fand (VA E H)[B S; A] then B S; n (H) and hence 

Therefore 

DA = ln (H)l-o. 
AEH J 

Remark. We have now shown that the regular open sets in any given 
topological space form a complete Boolean algebra. We next wish to show 
that every complete Boolean algebra is isomorphie to the complete Boolean 
algebra of regular open sets of some topological space. This topological 
space is determined by the given Boolean algebra in a way we must now make 
cIear. The key is certain properties of partial orderings. 

Definition 1.31. The structure <P, ~) is a partial order structure iff ~ 
is a subset of P x P and Vx, y E P 

1. x ~ x. 
2. x ~ Y i\ Y ~ x -'>- x = y. 
3. x ~ Y i\ Y ~ Z -> X ~ z. 

The relation ~ is a partial ordering of P iff <P, ~ > is a partial order 
structure. 

Definition 1.32. If ~ is a partial ordering of P then 

[x] ~ {y E P I y ~ x}, XE P. 

Theorem 1.33. Jf ~ is a partial ordering of P then T' ~ {[x] I XE P} is 
a base for a topology on P. Furthermore if A S; P then in this topology 

1. XE AO -<-+ [x] S; A. 
2. XE A - -<-+ [x] n A i= O. 
3. XE A -0 -<-+ (Vy ~ x)[[y] n A i= 0]. 
4. XE (P - A)O -<'+ (Vy ~ x)[y tf: Al 
5. Ais dense in P iff (Vx EP)[[X] nA i= 0]. 
6. xis a ~ -minimal element of P iff XE P i\ [x] = {x}. 
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Praa! (Vx E P)[X E [x] E T]. 

(Vx E P)(V[y], [Z] E T)[x E [y] n [Z]---7- x E [x] S; [y] n [z]]. 

Therefore, by Theorem 1.19, T is a base for a topology on P. Furthermore 
if A S; P then in this topology 

1. XE AO H (3 [y]) [x E [y] S; A] 
H [x] S; A. 

2. XE A - +->- (V[y])[x E [y] ---7- [y] n A =1= 0] 
+-~ [x] n A =1= o. 

3. XE A -0 H [x] S; A-
H (Vy ~ x)[[y] n A =1= 0]. 

4. XE (P - A)O H [x] <::; P - A 
+->- (Vy ~ x)[y rj: A]. 

5. A is dense in P H A - = P 
H (Vx E P)[x E A-] 
+->- (Vx EP)[[X] n A =1= 0]. 

6. The proof is left to the reader. 

Remark. If <P, ~ > is a partial order structure then the topology with 
base {[x] I XE P} we call the topology on P induced by the order relation ~ 
or the order topology on P. Hereafter when we speak of an open subset of a 
partially ordered set P we will mean open in the topology on P induced by the 
partial ordering. 

Theorem 1.34. Ir <P, ~ > is a partial order structure and Ais a collection 
of open subsets of P then 

is open. 

Praa! 

pE n a ---7- (Va E A)[p E a] 
aeA 

---7- (Va E A)[[p] S; a] since a is open 

---7- [p] S; n a. 
aeA 

Remark. It then folIows, that for a Boolean algebra of regular open sets 
of a partial order structure, infimum coincides with set interseetion : 

Theorem 1.35. If <P, ~ > is a partial order structure and A is a collection 
of regular open subsets of P then 

fla= n a. 
aEA aEA 

Praa! By Theorem 1.34 

Oas;(Oafo=Oa. 
15 



On the other hand, if a E Athen 

na s; a 
aEA 

('n a')-O s; a- o = a. 
aEA 

Therefore 

Exercises. 
1. A is a regular open subset of a Boolean algebra iff 

(i) ('v'x E A)[[x] S; A] and 
(ii) ('v'x ~ A)(3y ::; x)[[y] n A = 0]. 

Remark. From Theorem 1.6 we see that if Bis a Boolean algebra with 
natural order::; then <IBI, ::;) is a partial order structure hence ::; induces a 
topology on I BI. In this topology the collection of regular open sets forms a 
Boolean algebra B'. We wish to show that if 8 is complete and if Bo = 

IBI - {O} then (Bo, ::; > is a partial order structure from which we obtain a 
complete Boolean algebra B~ that is isomorphie to 8. 

Definition 1.36. f is a Boolean homomorphism iff there are Boolean 
algebras BI and 8 2 such thatf: 181 1 ~ IB2 1 and 'v'x, y E IB1 1. 

I. f(x+ y) = fex) + f(y). 
2. f(xy) = f(x)f(y)· 
3. f(- x) = -fex). 

U nder these conditions we say that f is a homomorphism from BI into 
B2 • If 

thenfis an epimorphism from BI onto B2 • If 

f: IB1 1 ~~t~) IB2 1 

then f is an isomorphism from B1 onto B2 • 

fis a homomorphism, or epimorphism, or isomorphism on BI iff there 
exists a 800lean algebra B2 such thatfis a homomorphism, epimorphism, or 
isomorphism from B1 into or onto B2 • 

Theorem 1.37. If BI and B2 are Boolean algebras and f: IB1 1 ~ IB2 1 
such that 'v'x, y E IB1 1 

1. fex + y) = fex) + f(y)· 
2. fe-x) = -fex). 

then f is a 800lean homomorphism. 
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Proof. 

J(xy) = J(-(- x + -y» = -J(- x + -y) = -(f(- x) + J(-y» 
= -(-J(x) + -J(y» = J(x)J(y). 

Theorem 1.38. If J is a homomorphism from BI into 8 2 then 

1. J(O) = O. 
2. J(I) = 1. 
3. ('Ix, y E 181 \)[x ::;; y --? J(x) ::;; J(y)]. 

Proof. 

1. J(O) = J(O(-O» = J(O)(-J(O» = O. 
2. J(I) = J(1 + -1) = J(I) + -J(1) = 1. 
3. x ::;; Y --? X = xy 

--? J(x) = J(x)J(y) 
--? J(x) ::;; J(y). 

Theorem 1.39. If B is a Boolean algebra with natural order ::;; and if 
Bo = 181 - {O} then ::;; partially orders Bo and 

(Va, b E Bo)[[a] n [b] = 0 <+ ab = 0]. 

Proof. Left to the reader. 

Theorem 1.40. Ir 8 is a eomplete Boolean algebra, if Bo = 181 - {O}, 
if T is the topology on Bo indueed by the natural ordering ::;; and if 80 is the 
Boolean algebra of regular open subsets of Bo, as determined by T, then 8 
and Bo are isomorphie. 

Proof. If (Vb E B)[F(h) = [b]] then clearly Fis a funetion. Furthermore 

a E [b]- <-> [al n [b] i' 0 
.(-> ab i' 0 
-:-> a 1,. - b 
<-> a E Bo - [-b]. 

Thus [b]-O = (Bo - [-b])o. 

a E [b]-O +--> [al S Bo - [-b] 
+--> [al n [-b] = 0 
.(-> a(-b) = 0 
+>-a::;; b 
HaE[b]. 

Thus [b] = [b] - ° and henee F maps B into the eolleetion of regular open sets. 

XE [al + [b] +->- XE ([a] V [b])-O 
+--> [x] S ([a] V [b])-
.<> (Vy ::;; x)[[y] n ([a] v [b]) i' 0] 
+'>- (Vy ::;; x)[ya i' 0 V yb i' 0] 
-<-> (Vy ::;; x)[y(a + b) i' 0] 
+--> (Vy .::;; x)[[y] n [a + b] i' 0] 
+--> [x] S [a + b]-
+--> X E [a + b]-O = [a + b]. 
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Thus [a + b] = [al + [b] and hence 

F(a + h) = F(a) + F(b). 
[a][b] = {x E Ba I X ~ a 1\ X ~ b} 

= {x E Ba I X ~ ab} 
= [ab]. 

Therefore F(ab) = F(a)F(b). Furthermore 

Then 

-rb] = (Ba - [b])a = Ba - [b]-. 

a E -rb] ..,..,.. a -1= 0 1\ [al n [b] = 0 
++ a -1= 0 1\ ab = 0 
---a-l= 01\ a ~ -b 
"""'aE[-b]. 

Thus -rb] = [-b] and hence F(-b) = -F(b). 
We have proved that Fis a homomorphism of B into Ba. To prove that 

Fis an epimorphism, i.e., onto, we note that if A is a regular open subset of 
Ba then 

A = U [b]. 
bEA 

Therefore 

Since B is complete (3a E B)[a = 2bEA b]. Furthermore "Ix E A 

X ~ a <-> X = ax 
<~ [x] = [a][x] 
+'>- [x] ~ [al. 

Also X ~ a' -:-)0 [x] ~ Ca']. Consequently 

[x ~ a' --+ a ~ a'] +-> [[x] ~ Ca'] --+ [al ~ Ca']]. 

Thus 

a = 2: b <-> [al = 2: [b]. 
beA beA 

Since F(a) = [al = A it follows that Fis an onto map. 
Finally if [al = [b] then a ~ band b ~ a. Hence a = b i.e., 

F(a) = F(b) --+ a = b. 

We then conclude that Fis an isomorphism of B onto Ba. 

Exercises. Determine the complete Boolean algebra of regular open sets 
in the following partial order structure where a -1= o. 

1. (.9(a), S; >. 
2. (.9(a) - {O}, s; >. 
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3. <&(a), ~) where x ~ y +>- y S; x. 
4. <&(a) - {O}, ~) where x ~ y +>- y S; x. 

Definition 1.41. lis an ideal in the Boolean algebra B iff I s; IBI and 

1. 0 E I. 
2. a, bEI -7- a + bEI. 
3. a E I 1\ bE IBI-7- ab EI. 

An ideal I is 

1. a proper ideal iff 1 rf. I, 
2. a principal ideal iff (3b E IB/)[I = [b]], 
3. a trivial ideal iff I = {O}. 

Theorem 1.42. If I is an ideal in the Boolean algebra B then 

1. (Va, bE IB/)[a ~ bEI -7- a EI]. 
2. 1 EI -7- I = B. 

Proof Left to the reader. 

Definition 1.43. If fis a Boolean homomorphism of BI into B2 then 

ker(f) ~ {aE IB1 1If(a) = O}. 

Theorem 1.44. If fis a Boolean homomorphism on B then ker (J) is a 
proper ideal in B. Furthermore if ker (f) = {O} thenfis an isomorphism. 

Proof Since f(O) = 0, 0 E ker (f). Furthermore ker (f) S; IBI. If 
a, b E ker (J) then 

f(a + b) = f(a) + f(b) = 0 + 0 = O. 

Therefore a + bE ker (f). If a E ker (f) and bE IBI then 

f(ab) = f(a)f(b) = Of(b) = O. 

Therefore ab E ker (f). Thus ker (f) is an ideal in B. But 

f(l) = 1 i: O. 

Therefore 1 rf. ker (f). Hence ker (f) is a proper ideal. 
If ker (f) = {O} and fex) = f(y) then fex - y) = 0, consequently 

x - y = 0 and x ~ y. Similarly y - XE kcr (f) and hence y ~ x. Therefore 
x = y and f is one-to-one. 

Theorem 1.45. If I is an ideal in the Boolean algebra B then 

(Va, b E IBI)[a + bEI -7- a EI 1\ bEI]. 

Proof 

a = a + ab = a(a + b) EI 
b = b + ab = b(a + b) EI. 
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Definition 1.46. If I is a proper ideal in the Boolean algebra B then 

l. (Va E IBI)[ajl ~ {x E IBII a(-x) + x(-a) EI}. 

2. IBI/I ~ {all la E IBI}. 
Theorem 1.47. Jf I is a proper ideal in the Boolean algebra B then 

1. ajl = b/I -c+ a(-b) + b(-a) E I. 
2. ajl = cjl /\ bjl = d/I -;>- (a + b)jl = (c + d)l!. 
3. ajl = cjl/\ bjl = djl -;>- abjl = cd/I. 
4. ajl = bjl -;>- -ajl = -b/I. 

Proof 1. If ajl = bjl then since a(-a) + a(-a) = 0 E I we have 
a E ajI and hence a E b/!. Therefore a(- b) + b(- a) EI. Conversely if a(- b) + 
b(-a)EI and xEajl then by Theorem 1.42 a(-b),b(-a),x(-a),a(-x)EI. 
Therefore 

a(-b)x + b(-a)(-x) + x(-a)(-b) + a(-x)bEI 
(x(-b) + b(-x»(a + -a)EI 

x(-b) + be-x) EI 

i.e., XE bjl. Similarly XE bjl -;>- x E all. 
2. If aC-cl + c(-a), b(-d) + d(-b) EI then by Theorem 1.45 a(-c), 

c(-a), b(-d), d(-b) E I. 
Therefore a(-c)(-d) + c(-a)(-b) + b(-d)(-c) + d(-b)(-a).E I 

(a + b)(-c)(-d) + (c + d)(-a)(-b) EI 
(a + b)-(c + d) + (c + d)-(a + b) EI 

i.e., (a + b)/I = (c + d)jl. 
3. As in 2, a(-c), c(-a), b(-d), d(-b) E I implies 

a(-c)b + c(-a)d + b(-d)a + d(-b)c E I 
(ab)-(cd) + (cd)-(ab) E I 

i.e., abjl = cdjl. 
4. Ifa(-b) + b(-a)Elthen 

(-a)-(-b) + (-b)-(-a) = a(-b) + b(-a) E I 

i.e., -ajl = -bjl. 

Theorem 1.48. If 1 is a proper ideal in B then IBljl is the universe of a 
Boolean algebra, Bj 1, with operations 

a/I + bj1 = (a + b)jl, ajl·bll = abjI, -(ajl) = (-a)jl 

and distinguished elements 0/1 and 1/1. 
Proof Left to the reader. 

Theorem 1.49. If I is a proper ideal in Band 

(Va E IBI)[!(a) = a/I] 

then ! is a Boolean homomorphism of B onto B/ land ker (f) = 1. 
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Proof. Left to the reader. 

Definition 1.50. If B is a complete Boolean algebra then 
1. a homomorphism! on B is complete iff 

2. an ideal I in B is complete iff 

('V A S; I) [L: b E IJ . 
beA 

Definition 1.51. 1. A Boolean algebra B is M-complete iff 

('VA S; IBD[A E M -+ L: bEIBI]' 
beA 

2. A homomorphism! on B is M-complete iff 

('VA S; IBI)[AEM-+!(L: b) = L:!Cb) 1\!(TIb) = TI!Cb)l· 
beA beA beA beA 

3. An ideal I in B is M-complete iff 

('VA S; l) [A E M -+ L: bEI]' 
beA 

Theorem 1.52. If B = (B, v, n, -,0, I) is a complete Boolean algebra, 

if M is a standard transitive model of ZF, and if 1 E M then BM ~ (B n M, 
v, n, -,0, I) is an M-complete Boolean algebra. 

Proof. If a, b E IBl'n M then 

a v b E IBI n M, an b E IBI nM and -a = 1 - a E IBI n M. 

Since 0, 1 E IBI n Mit follows that BM is a Boolean algebra. Furthermore if 
A S; (iBI n M) and A E M then since B is complete and M satisfies the 
Axioms of Unions 

U CA) E IBI n M. 

Therefore BM is M-complete. 

Theorem 1.53. If (P, :5) is a partial order structure, if (P, :5) E M, 
M a standard transitive model of ZF, and if B is the Boolean algebra of 
regular open subsets of P, then IBI n M is the uni verse of an M-complete 
Boolean subalgebra, BM, of B. 

Proof. Since (P, :5) E M and M is transitive 

('Vp E P)[[p] E M]. 

Since M satisfies the Axiom Schema ~f R.eplacement 

{(p, [pl) I pEP} E M. 
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Then 'Vb E IBI ('\ M, bO, b-, b-o E M. Consequently if a, b E IBI ('\ M 

a + bE IBI ('\ M, ab E IBI ('\ M, -a E IBI ('\ M. 

Since 0, P E M, BM is a subalgebra of B. 
If A S;; IBI ('\ M and A E M then since B is complete and M is a model 

ofZF 

2 aE IBI ('\ M. 
aeA 

Thus BM is M-complete. 

Theorem 1.54. I. The kerner of every complete Boolean homomorphism 
is a complete ideal. 

2. The kerne! ofevery M-complete Boolean homomorphism is an M-com­
plete ideal. 

Proo! 1. If fis a complete Boolean homomorphism on Band A s;; 
ker (f) then 

f( 2 a) = 2 f(a) = O. 
aEA a€A 

Consequently LaEA a E ker (f). 
2. lf A S;; ker (f) and A E M then 

f( 2 a) = 2 f(a) = O. 
aEA. aeA 

Hence LaEA a E ker (f). 

Theorem 1.55. Every complete Boolean ideal is principal. 

Proo! If I is a complete ideal then, since I S;; I, Lael a E land 
('Vb E f)[b :::;; 2ael a]. Furthermore 

( 'Vb:::;; 2 a)rb = b(2 a) EIl· 
GEI l ae{ 

Therefore 

1= [2 aJ. 
aEI 

Definition 1.56. I is a maximal ideal in the Boolean algebra B iff I is 
a proper ideal in Band for each ideal J in B 

I S;; J ~ 1= J V J = IBI. 

Theorem 1.57. I is a maximal ideal in the Boolean algebra B iff 

('Vb E IBI)[b EI+->- -b 1= I]. 

Proo! IfbE IBI A b1=I A -b1=Iand 

J = {x + y I x :::;; b A Y E I} 
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thenOEJ.If[xl ::::;; b] /\ [hEl] /\ [X2::::;; b] /\ [Y2EI]then 

[Xl + X2::::;; b] /\ [h + hEl]. 

Therefore (Xl + X 2) + (Yl + h) E J. Furthermore if C E I BI then c ::::;; 1 and 
hence 

Consequently (Xl + h)C E J. 
Thus J is an ideal and I ~ J. Since b E J /\ b 1= I we have I c J. Further­

more - b 1= J for otherwise 

(3x ::::;; b)(3y E I)[-b = X + y]. 

Then -b = (-b)(-b) = (x +y)(-b) = 0 +y(-b)EI.Thisisacontradiction. 
Hence J 1= IBI and I is not maximal. 

If [b E IBI] /\ [b E I] /\ [-b E J] then 1 = b + (-b) E I. Hence l is not 
a proper ideal. Thus if I is maximal then (Vb E IBI)[b E l· .• ~ -b 1= I]. 

Conversely if J c J then (3b E J)[h 1= I]. Therefore -hE J ~ J and hence 

-b+b=lEJ 

i.e., J = IBI and J is maximal. 

Theorem 1.58. If A 1= 0 and Va E A, Ia is an ideal in the Boolean algebra 
B then naEA Ja is an ideal in B. 

Proof Left to the reader. 
Definition 1.59. If Bis a Boolean algebra and A ~ IBI then 

n {I I A ~ J /\ I is an ideal in B} 

is the ideal generated by A. 

Theorem 1.60. If I is the ideal in the Boolean algebra B that is generated 
by A ~ IBI, A 1= 0 then bEI iff bE IBI and 

(3h l , ... , bn E A)[b ::::;; bl + ... + bn ]. 

Proo! If J = {b E IBII (3b l · . ·bn E A)[b ::::;; bl + ... + bn ]) then J is an 
ideal in B (details are left to the reader) and A ~ J. Thus J ~ J. But 

bE IBI /\ b ::::;; bl + ... + bn E 1-+ bEI. 

Therefore J ~ J. 

Theorem 1.61. If I is a proper ideal in the Boolean algebra B, if - a 1= l 
and if la is the ideal in B genera ted by Iu {a} then Ia is a proper ideal. 

Proo! If 1 E la then from Theorem 1.60 

(3b E /)[1 ::::;; b + a]. 
Then 

This is a contradiction. Hence I a is a proper ideal. 
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Theorem 1.62. Every proper ideal I in a Boolean algebra B can be 
extended to a maximal ideal i.e., there exists a maximal ideal J in B for wh ich 
I<;;. J. 

Proof For any weil ordering R üf IBI we define 

10 = I. 
Ia+ 1 = ideal generated by 10: U {al, where a is the first element üf IBI für 

which a €f= 10: 1\ - a €f= 10: if such an a exists, 
= 10: otherwise. 

10: = U Iß, a E Ku· 
ß<<< 

If J = U"eO .. 10: then I <;;. J<;;. IBI. Furthermore if x, y E J then 

(3a, ß)[x E 10: 1\ Y EIß]. 

lf y = max (a, ß) then x, y E I y and hence x + y E Ir Also if a E IBI then 
ax E I y • Therefore, since 0 EI<;;. J, J is an ideal in B. Indeed since J = 
U"eOn 10: and (Va)[l €f= la] it füllüws that 1 €f= J i.e., J is a proper ideal. 

If J were not maximal then there wüuld be a first element a E IBI such 
that a €f= J and - a €f= J. If für each x that precedes a, in the order R, we define 

F(x) = JLix E la v-x E 1,,)* 

then F"{x I x Ra} is a set of ordinals. If 

ß = U F"{x I x Ra} 

then In is a proper ideal and for each x that precedes a 

x E I ß v - X EIß. 

Since a is the first element in I BI such that a €f= I ß 1\ - a E I ß it follows that 
a E I n+ 1 and hence a EJ. 

Since this is a contradiction we conclude that J is maximal. 

Exercise. 1. Can two different topological spaces lead to the same 
Boolean algebra? 

* ILa(P(a» denotes the smallest ordinal having the property P. 
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2. Generic Sets 

In the material ahead we will be interested in standard transitive models 
M of ZF and in partial order structures P = <P, :::; > for which PE M. 
Although some of the results hold under more general conditions we will 
assume hereafter that this is the case i.e., M is a standard transitive model of 
ZF, P = <P, :::; > is a partial order structure and P E M. 

Definition 2.l. If:::; is a partial ordering of P then 

l. (Va, b E P)[Comp (a, b) ~ (:Je E P)[e :::; a /\ e :::; b]. 

2. (VS s P)[Comp (S) ~ (Va, bE S)[Comp (a, b)]]. 

Remark. The symbol "Comp (a, b)" is read "a and bare compatible." 
Similarly "Comp (S)" is read "S is compatible." By definition a subset S of 
a partially ordered set P is compatible if and only if its elements are pairwise 
compatible. 

Later we will be interested in partially ordered sets P whose elements 
"code" certain non-contradictory information. The ordering wiII be so 
defined that a :::; b means that a contains all of the information that b does 
and perhaps more. Then e :::; a /\ e :::; b means that e contains aII of the 
information in both a and b. Consequently the information in a is compatible 
(consistent) with that in b. 

Definition 2.2. Let A be a given dass. If P = <P, :::; > is a partial order 
structure and G s P, then G is P-generic over A iff 

1. G is compatible. 
2. pE G /\ q E P /\ P :::; q -+ q E G. 
3. SE A /\ S S P /\ S - = P -+ G (") S =1= o. 
G is P-generic over A in the strong sense if in addition 
4. (Vp, q E G)(:Jr E G)[r :::; p /\ r :::; q]. 

Remark. In Definition 2.2 the topology is that induced on P by the 
partial ordering :::;. Consequently, condition 3 asserts that every element 
of A that is a dense subset of P, in the order topology, has a nonempty 
intersection with G. 

Theorem 2.3. If P = <P, :::; > is a partial order structure, if p is a minimal 
element of P and if G = {q E PI p :::; q} then G is P-generic over A (in the 
strong sense). 
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Prao! 11' ql' q2 E G then p ::s; ql and p ::s; q2' Therefore Gis compatible. 
If ql E G, q2 E P and ql ::s; q2 then since p ::s; ql we have p ::s; q2' hence q2 E G. 
If SE A and S is a dense subset of P then q E P implies [q] n S #- O. 
In particular pEP. Therefore [p] n S #- O. But by hypothesis p is a minimal 
element of P i.e., [p] = {p}. Consequently pES. By definition of G, pE G. 
Hence p E G n S i.e., 

G n S #- O. 

Remark. Definition 2.2 is more general than is necessary for most of 
our purposes. For the most part, we will be interested in sets that are P-generic 
over a standard transitive model of ZF. 

Theorem 2.4. If P E M, M a standard transitive model of ZF, and if G 
is P-generic over M then G is P-generic over M in the strong sense. 

Proo! If a, bEG and 

S = {CEP I [c::s; a /\ c::S; b] V [, Comp(c,a) /\ ,Comp(c,b)]} 

then Vc E P 

1. (3x ::s; c)[, Comp (x, a) V , Comp (x, h)] or 
2. ("Ix ::s; c)[Comp (x, a) /\ Comp (x, b)]. 

If I is the case then [cl n S #- O. If 2 is the case then c and aare com­
patible. Consequently 

(3cl )[Cl ::s; C /\ Cl ::s; a]. 

Again from 2, Cl and bare compatible, hence 

(3c2)[c2 ::s; Cl /\ C2 ::s; b]. 

Then c2 ::s; C, C~ ::s; a and C2 ::s; b i.e., [cl n S #- O. 
Therefore S is dense in P. Since G is P-generic over M and since SEM 

SnG#-O 

i.e., 3c E S n G. Then a, b, CE G. Since G is compatible it follows that c and a 
are compatible and c and bare compatible. But CES. Therefore c ::s; a and 
c ::s; b. 

Theorem 2.5. Let P = (P, ::s; > be a partial order structure with PE A 
and let G s; P. Suppose that for all S 

1. S E A /\ S s; P ---+ S u {p I [p] n S = O} E A. 

Then for all S 

2. S E A /\ S s; P /\ S - = P ---+ G n S#-O 

iff for aIl S 

3. SE A /\ S s; P ---+ (3p E G)[p E S V [p] n S = 0]. 
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Praat: (3 -+ 2). If 5 E A and 5 is a dense subset of P then 

(V'p)[[p] (\ 5 -1= 0]. 

Therefore by 3, (3p E G)[p E S] i.e., G (\ 5 -1= O. 
(2 -+ 3). Conver:,ely suppose that SE A and 5 ~ P. I f 

S' = S u {p I [p] (\ S = O} 

then, by I, 5' E A. Furthermore 5' is dense in P for otherwise 

(3p E P)[[p] (\ 5' = 0]. 

Butthen 

[p] (\ 5 = 0 

and hence pE 5' contradicting [p] (\ 5' = O. 
lt then follows that G (\ 5' -1= 0 i.e., 

(3p E G)[p E S V [p] (\ S = 0]. 

Theorem 2.6. If P = (P, ::::; > is a partial order structure and if A is 
countable then every member of P is contained in so me subset of P that is 
P-generic over A in the strong sense. 

Praa! Since A is countable we can enumerate the elements of A that 
are dense subsets of P: 

If a E P then 

(Since 51 is dense in P) 

then 

(Since 52 is dense in P) 

etc. If 

then 

(V'q, q' E G)(3pi> Pi)[Pi ::::; q 1\ Pi ::::; q']. 

Since Pi ::::; Pi or Pi ::::; Pi it follows that G is compatible. Furthermore if 
pE G, q E P and P ::::; q then (3pi)[Pi ::::; P ::::; q]. Therefore q E G and in 
particular a E G. 

If SE A and S is a dense subset of P then (3i)[5 = Si]' Since Pi E Si it 
follows that G (\ 5 -1= O. 

If p, q E G then (3pi E G)[Pi ::::; P 1\ Pi ::::; q]. Thus G is P-generic over A 
in the strong sense and a E G. 

Remark. In Theorem 2.6 it is not necessary for A to be countable. It is 
sufficient for A to contain only countably many elements that are dense 
subsets of P. This will be the case if [!PA(P) is countable. 

27 



Definition 2.7. Fis a filter for the Boolean algebra B iffO =/0 F ~ IBI and 

1. x E F /\ Y E F -+ xy E F. 
2. XE F /\ Y E I BI /\ x :::; Y -+ Y E F. 

Examples. 1. {t} is a filter for B. 
2. If A =/0 0 and a s; Athen {x S; A las; x} is a filter for the natural 

algebra on &(A). 

Definition 2.8. If F is a filter on the Boolean algebra B then 

1. Fis an ultrafilter iff (Vx E IBl)[x E F +->- -x fj: F]. 
2. Fis a principal filter iff (:la E F)[F = {x E IBII a :::; x}]. 

3. Fis M-complete iff (VA E M)[A ~ F -+ f1 a E F]' 
aEA 

4. F is a proper filter iff 0 fj: F. 
5. Fis a trivial filter iff F = {tl. 

Theorem 2.9. If F is a filter on the Boolean algebra B then 
1. tE F. 
2. XE F /\ Y E IBI -+ x + Y E F. 

Theorem 2.10. If B is a Boolean algebra and Fand I are nonempty 
subsets of I BI with the property that a E F iff - a E I then 

I. I is an ideal in B +-:- Fis a filter for B. 
2. I is a maximal ideal Ho Fis an ultrafilter. 
3. I is a principal ideal ,-:- Fis a principal filter. 
4. I is M-complete ,.> Fis M-complete. 
5. I is a proper ideal +-> Fis a proper filter. 
6. I is a trivial ideal ..:-:> Fis a trivial filter. 

Theorem 2.11. I. If F is an ultrafilter for Band 

fex) = 1, xEF 
= 0, XE IBI - F 

thenfis a homomorphism from B to 2. If Fand Bare M-complete so isf 
2. If fis a homomorphism from B to 2 and F = {x E IBI I fex) = t} 

then Fis an ultrafilter for B. If fand Bare M-complete so is F. 

Theorem 2.12. Every proper filter on a Boolean algebra B can be 
extended to an ultrafilter on B Le., if F is a proper filter on B there exists an 
ultrafilter F' on B such that F S; F'. 
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Theorem 2.13. If F1 and F2 are ultrafilters on a Boolean algebra B then 

]. F1 S; F2 -+ F1 = F2 • 

2; F1 =/0 F2 -+ [F1 - F2 =/0 0] /\ [F2 - F1 =/0 0]. 

Proofs. Left to the reader. 



Remark. From Theorem 2.12 and the definition of a generic set we can 
prove a very important result known as the Rasiowa-Sikorski Theorem. 

Theorem 2.14. (Rasiowa-Sikorski.) If B is a Boolean algebra, if 

I. ao E IBI - {O}, and 

2. An ~ IBI /\ bnE IBI /\ bn = 2: a, nEw, 
aEAn 

then there exists a Boolean homomorphism h: IBI --+ 121 such that 

1. l1(ao) = 1, and 

2. /z(bn) = 2: h(a), nE w, 
aEAn 

Praa! Since every homomorphism maps 0 onto 0 and bn = 0 iff 
(Va E An)[a = 0] there is no loss in generality if we assurne that 

(Vn E w)[O rf= An /\ bn # 0]. 

lf :::; is the natural order on Band P = I BI - {O} then P = <P, :::;) is a 
partial order structure. If 

then Vp E P 

If p :::; -bn then pE Sn and (p] n Sn # O. If pi -bn then pbn #- 0 i.t!., 

P 2: a = 2: pa #- O. 
aEAn aeAn 

Therefore (:la E An)(pa # 0]. But this implies 

(:la E An)([p] n (a] # 0] 

J.e., 

[p] n Sn # O. 

Thus Sn is dense in P. Since {Sn I nE w} is countable it follows from 
Theorem 2.6 that there exists a G ~ P that is P-generic over {Sn I nE w} in 
the strong sense and such that ao E G. 

Since G is P-generic in the strong sense 

(Vx, Y E G)(:Ip E G)[p :::; x /\ p :::; y]. 

Therefore 

p = px:::; XY 

i.e., 

XYEG. 
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Thus G is a filter for Band indeed, since 01= G, a proper filter. 
By Theorem 2.12 G can be extended to an ultrafilter F. If 

heb) = 1, bEF 
= 0, bE [B[ - F 

then f is a homomorphism from B onto 2 (Theorem 2.11). Since ao E F, 
h(ao) = 1. Since G is P-generic over {Sn [ nE w} and for each n, Sn is dense 
in P 

i.e., 

If p ::; - bn then since h is order preserving 

i.e., h(bn) = O. Also 

Therefore 

Thus 

L h(a) = 0 = h(bn)· 
aeA n 

If (3b E An)[p ::; b] then 

1 = h(p) ::; h(b) ::; L h(a) ::; heb,,). 
aEAn 

Remark. If in Theorem 2.14 we allow a collection of sums of arbitrary 
cardinality then the conclusion is false. [f, however, B satisfies the countable 
chain condition, to be discussed in the next section, then a new axiom by 
Martin gives a generalization of the result for sets of sums of cardinality 
less than the continuum. 

Theorem 2.15. If Bis an M-complete Boolean algebra and &P([B[) n M 
is countable then for each b # 0 in [B[ there exists an M-complete homo­
morphismffrom B onto 2 such thatf(b) = 1. 

Proof If SE .9'([B[) n M and if bE [B[ with b # 0 then, from the 
Rasiowa-Sikorski Theorem, there exists a homomorphism f from B into 2 
such thatf(b) = 1 andfpreserves 

La. 
aeS 

Theorem 2.16. If P = <P, ::; > E M, if G is P-generic over M if B is the 
Boolean algebra of regular open subsets 01' P and 

F = {b E [B[ nM [ b = b- o 1\ b n G # O} 

then Fis a proper M-complete ultrafilter for the Boolean algebra BM. 
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Proo! CJearly F s I BI n M. Since P is dense in P, P n C i= O. Also P 
is regular open and PE M. Therefore P E F i.e., F i= O. 

If x,y E F then xy = x n YE IBI n M. Furthermore x n C i= 0 and 
y n C i= 0 i.e., 

[3c1 EX n C] 1\ [3c2 E y n C]. 

Since x and y are open 

From Theorem 2.4 

(3c E C)[c :::; Cl 1\ C :::; c2 ]. 

Then CE (x n y) n C i.e., (x n y) n C i= O. Therefore xy E F. 
If XE F, Y E IBI n M and x :::; y then since x n C i= 0 it follows that 

y n C i= O. Consequently y E Fand F is a filter. Furthermore 0 n C = 0, 
hence 0 rf: Fand Fis a proper filter. 

To prove that Fis M-complete we note that if A S Fand A E M then 
since BM is M-complete naE,t a E IBI n M. We then need only prove that 
naEA a n C i= O. For this purpose we appeal to Theorem 2.5. 

Since M is a transitive model of ZF and PE M it follows that for each S 
if SEM and S is a subset of P then 

S u {p I [p] n S = O} E M. 

Since C is P-generic over M we have property 2 of Theorem 2.5. Consequent­
ly, by Theorem 2.5 

(VSEM)(3pEC)[pESV [p]nS=O]. 

In particular if A S Fand A E M then naEA a E M; hence 

1. (3p E C) r p E 0 a V [p] n 0 a = oJ. 
L aEA aEA 

If [p] n naEA a = 0 then since [p] and naEA aare each open 

[p]-o n (0 a) = O. 
aEA 

(See Theorem 1.29.2.) Thus 

If A' = Au {[p]-O}, then 

[p]-o TI a = 0 
aEA 

TI < -[ ]-0 a _ p . 
aEA 

TI a = [p] - 0 TI a = 0 
aEA' aEA 

and hence LaE.4' -a = 1. But LaEA' -a = (UaEA' -a)-O S (UaEA' -a)-. Con-
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sequently if S = UaEA' - a, then S is dense in P and SEM. Since G IS 

P-generic over M 

(3q E G) [ q E hd. -al 
(3q E G)(3a E A')[q E -al. 

Then -a E F. On the other hand, pE [p]-O tl G. Therefore [p]-O E F i.e., 
A' s;;; F. Therefore a E F. But since Fis a filter a, -a E F implies a(-a) = 
o E F, which is a contradiction since F is a proper filter. 

From this contradiction and 1 above we conclude that 

i.e., 

TIaEF. 
ae;A 

Thus Fis a proper M-complete filter. 
Finally, if a E IBI tl M, a + -a = 1. Therefore (a u -a)-O = P. Conse­

quently a U -a E M and a U -a is dense in P. Then 

(a U - a) tl G =f. 0 

i.e., 

atl G =f. 0 V -atl G =f. O. 

Therefore a E F V -a E F. But since a(-a) = 0 r/= F we have 

aEF .. ->- -ar/=F. 

Fis an ultrafilter. 

Theorem 2.17. If P = (P, ~) is a partial order structure, if B is the 
Boolean algebra of regular open subsets of P, if Fis a proper M-complete 
ultrafilter in BM, and if G = {p E PI [p]-O E F} then G is P-generic over M. 

Proof CIearly G s;;; P. If p, q E G then [p]-O E Fand [q]-O E F. But 

[p]-O[q]-O = [p]-O tl [q]-O E F. 

Since Fis proper, 0 r/= F. Therefore 

[p]-O tl [q]-O =f. 0 

and hence by Theorem 1.29.2 

[p] tl [q] =f. 0 

i.e., p and q are compatible. Thus G is compatible. 
If pE G and p ~ q then [p] s;;; [q] 'hence [p]-O ~ [q]-o. But since p E G 

implies [p]-O E Fand since Fis a filter [q]-O E F, and q E G. 
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If SEM and S is dense in P then 

S 5; U [p]-O 
peS 

and hence 

(u [P]_o)-O = P 
peS 

i.e., 

L [p]-O = 1. 
peS 

If G n S = 0 then (Vp E S)[p $ G] and hence [p]-O $ F. But F is an 
ultrafilter. Therefore - ([p] - 0) E F. Consequently 

o = n -([p]-O) E F. 
peS 

Since F is proper this is a contradiction from which we conclude that 
G n S "# O. Therefore G is P-generic over M. 

Remark. In Theorem 2.16 we established a procedure for obtaining a 
proper M-complete ultrafilter F from a given G that is P-generic over M. Tn 
Theorem 2.17 we showed how to obtain a G that is P-generic over M from a 
proper M-complete ultrafilter F. Tf from a P-generic G we obtain an ultrafilter 
Ffrom which we in turn obtain a P-generic G', how are G and G' related? We 
will show that in fact G = G'. Similarly if we proceed from F to G to F' 
then F = F'. 

Theorem 2.18. If G is P-generic over M then G is a maximal compatible 
subset of P. 

Proof Tf there exists a p $ G such that G U {p} is compatible and if 

S = [p] u {q I ,Comp (p, q)} 

it is easily established that S is dense in P. Indeed if q E P either q is com­
patible with p or it is not. If q is compatible with p then [q] n [p] "# 0; if q 
is not compatible with p then q E S. In either case [q] n S "# O. 

Since S is dense in P, Sn G "# O. On the other hand, since G u {p} is 
compatible G contains no elements incompatible with p. Therefore [p] n 
G"# 0 i.e. (3q ~ p)[q E G]. Since G is P-generic it follows that p E G. This 
is a contradiction. 

Theorem 2.19. If P = <P, ~ > E M, if B is the Boolean algebra of 
regular open subsets of P, if G is P-generic over M, and if 

then G = G'. 

F = {b E IBI nM I b = b- o /\ b n G"# O} 
G' = {p I [P] - 0 E F} 
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Proof 

pEG~[p]-onG=j:O 

~pEG' 

i.e., G s; G'. Since, by Theorems 2.16 and 2.17, G' is P-generic over M it 
follows from Theorem 2.18 that G = G'. 

Theorem 2.20. If B is a natural Boolean algebra, if F is a proper M­
complete ultrafilter for BM, and if 

then F = P. 

Proof 

G = {p I [p] - 0 E F} 
P = {b E IBI nM I b = b- o 1\ b n G =j: O} 

bE P ~ b = b- o 1\ b n G =j: 0 
~ (3p E G)[p E b] 
~ (3p)[[p]-O E F 1\ [p]-O ::; bJ 
~bEF. 

Thus F ' s; F. On the other hand, by Theorem 2.17, G is P-generic over M, 
and hence, by Theorem 2.16, P is a proper ultrafilter. Then, by Theorem 
2.13, F = P. 
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3. Boolean a-Algebras 

Definition 3.1. 

1. A Boolean algebra B is a a-algebra iff 

(VA ~ IBD[1 = W~ '2 a E IBI /\ 0 aE IBI1· 
aEA aeA 

2. A Boolean ideal I is a a-ideal iff 

(VA ~ I)[1 = w~ '2 aEI-I· 
aeA 

3. A homomorphism/on a Boolean a-algebra B is a a-homomorphism iff 

(VA ~ IBI)[1 = w~/('2 a) = '21(a) /\/(Oa) = O/(a)1· 
aeA aeA aeA aEA 

Definition 3.2. A Boolean algebra B' is a subalgebra of the Boolean 
algebra B iff IB'I ~ IBI, the operations in B' are restrietions ofthe operations 
in B to IB'I, and the distinguished elements of B' are the same as in B. 

Theorem 3.3. If I =I 0 and Ba is a subalgebra of the Boolean algebra 
B = <B, +, ., -,0, I) for a E I then B' = <naE! IBal, +, ., -,0,1> is a 
subalgebra of B. If in addition each Ba is a a-algebra then B' is a a-algebra. 

Proof. Left to the reader. 

Definition 3.4. 1. If I =I 0 and Ba is a subalgebra ofB = <B, +,., -,0, I) 
for a EI then 

n Ba ~ <n IBal, +, ., -,0,1). 
aEl ael 

2. Let A ~ IBI. Then n {B' I B' is a subalgebra of Band A ~ IB'I} is the 
sub-algebra of B generated by A. 

Definition 3.5. If (X, T) is a topological space and A ~ X, then A is a 
Borel set iff A belongs to the a-subalgebra, generated by T, of the natural 
Boolean algebra on .cJl(X). 
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Theorem 3.6. If <X, T) is a topological space, if 

Ao = Tu {X - a I a E T} 

then A = UaE~l A a is the set of an Borel sets in X. 

Pron! Clearly each element in A o is a Borel set. If A a is a collection of 
Borel sets then so is Aa+l. If for ß < IX, Aß is a collection of Borel sets then 

is a collection of Borel sets. Therefore A is a collection of Borel sets. To prove 
that A contains aII Borel sets it is sufficient to prove that A is a Boolean 
a-algebra. 

Since Ao s::: A and 0, 1 E Ao we have 0, 1 E A. Since union and intersection 
are associative, commutative, and distributive we need only prove that A has 
the cJosure and a-cJosure properties. 

We first note that a < ß implies Aa s::: Aß. If 

is an w-sequence of elements of Athen there exists an w-sequence of ordinals 

each less than NI and such that bo E A ao' bl E Aal' .... 
Since {ao, al, ... } is a set it has a supremum that is also less than NI. 

Therefore 

Then 

2: bl E Aa+l /\ n bl E Aa+l. 
i<w l<w 

Definition 3.7. If Xis a topological space and A s::: X then 

1. A is nowhere dense iff A -0 = o. 
2. A is meager iff A is the union of countably many nowhere dense sets 

i.e., A = UI<W Ai where Vi < w, Ai is nowhere dense. 

Theorem 3.8. If Xis a topological space and A s::: X then 

1. A is open implies A - - A is meager. 
2. A is cJosed implies A - AO is meager. 
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Proof 

1. (A - - .4)0 = [A - (') (X - A)]-O s; A -0 (') (X - A)-O 
= A -0 (') (X - AO-) since Ais open 
s; A-o n (X - A-O) 
= O. 

2. (A - AO)'-O = [A (') (X - AO)]-O 
s; AO (') (X - AO) -0 since A is closed 
= AO n (X - AO-) 
= O. 

Theorem 3.9. 1. The coIlection of aIl meager sets in a topological space 
Xis a proper a-ideal in the natural algebra on .9(X). 

2. The coIlection of all meager Borel sets in a topological space X is a 
proper a-ideal in the Boolean a-algebra of Borel sets. 

Proof Left to the reader. 

Theorem 3.10. If B is a Borel set of the topological space X then there 
exists an open set G and meager sets NI and N2 such that 

i .e. every Borel set has the property of Baire. 

Proof If B is open then B = (B + 0) - O. If B is closed 

B = [BO + (B - BO)] - O. 

Thus in the notation of Theorem 3.6, the result holds for each element of A o. 
lf it holds for each element of Aa and if B E Aa +1 then there is an w-sequence 
Bo, BI,"" ofelements in Aa, such that B = Li<'" Bi or B = -Li<w Bi' From 
our induction hypothesis there exist open sets Gi and meager sets N l i and 
N2 i such that 

Bi = (Gi + NIl) - N2i. 

If G = Li<W Gi then G is open. Furthermore if 

NI = B - G /\ N 2 = G - B 

then 

NI = B - G s; 2: Bi - 2: Gi s; 2: (Bi - Gi) s; 2: NIl 
ic::;:w i<w i<w i<w 

N 2 = G - B S; 2: (GL - Bi) S; 2: N 2i , 
i<w i<co 

Thus NI and N 2 are meager and B = CG + NI) - N 2 • 

If B = -C and C = (G + NI) - N 2 for G open and NI and N 2 meager, then 
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Since - G is closed - G - (- G)O is meager and hence 

B = [(-G)O + (-G - (-G)O) + N 2 ] - (Nl - N z) 

where (-G - (-G)O) + N 2 and NI - N 2 are meager. 

Corollary 3.11. If B is a Borel set of the topological space <X, T) then 
there exists a regular open set G and meager sets N l and N2 such that 

Proo! By Theorem 3.10 there exists an open set G and meager sets 
NI and N 2 such that B = (G + N l ) - N2 • But 

G = G-o - (G-o - G). 

Hence 

B = (G-o + N l ) - [(G-o - G - NI) + N 2 ]. 

Definition 3.12. A is a compact set in the topological space <X, T) iff 
Ac:;: X and 

(VS c:;: T)[ A c:;: U (S) -7- (3S' c:;: S)[ Fin* (S') 1\ A c:;: U (S')ll· 

Definition 3.13. A topological space <X, T) is 
1. a Hausdorff space 

iff(Va, b E X)[a =I- b -7- (3N(a»(3N'(b»[N(a) n N'(b) = 0]], 

2. a compact space iff Xis a compact set, 
3. a locaUy compact space iff Va E X, 3N(a), N(a) - is a compact set. 

Theorem 3.14. If the topological space <X, T) is a Hausdorff space then 
(Va, b E X)[a =I- b -7- (3N(a»[b 1= N(a)-]]. 

Proo! By definition of a Hausdorff space 

(3N(a»(3N'(b»[N(a) n N'(b) = 0]. 

Therefore b 1= N(a) -. 

Theorem 3.15. 1. Every compact set in a Hausdorff space is closed. 
2. Every closed set in a compact space is compact. 

Prao! 1. Let A be a compact set in a Hausdorff space <X, T). If 
bE A - - Athen by Theorem 3.14 

(Va E A)(3N(a))[b 1= N(a)-]. 

Since A c:;: U {N(a) I a E A 1\ b 1= N(a)-} and since A is compact, there 
exists a finite collection of elements of A 

* Fin (S) means "S is finite". 
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and a neighborhood of each such point 

such that 

A ~ N(al) u· . ·u N(an) 

and b fj; N(ol) -, b fj; N(a2) -, ... , b fj; N(an) -. Therefore 

(3Nl (b))[N](b) n N(al ) = 0] 
(3N2(b»[N2(b) n N(a2) = 0] 

If 

N(b) = Nl(b) n· .. n Nn(b) 

then N(b) n A = O. But this contradicts the fact that b E A -. 
Therefore A - - A = 0 i.e., A is cIosed. 
2. If A is a closed set in the compact space <X, T) and if 

then 

(Va EX - A)[3N(a) ~ X - A]. 

Consequently X ~ U (S) U U {N(a) I a E X - A A N(a) ~ X - A}. Since 
<X, T) is compact there exists a finite collection of sets in S 

and a finite collection of sets in {N(a) I [a E X - A] A [N(a) ~ X - An 

N(al ), ... , N(am ) 

such that 

Then 

A ~ D l u···u Dn • 

Definition 3.16. A set S has the finite intersection property iff every 
finite subset of S has a nonempty intersection. 

Theorem 3.17. The topological space <X, T) is compact iff for each 
collection S of closed sets with the finite intersection property 

n (S) # O. 

Proof (By contradiction.) Suppose that <X, T) is a compact topological 
space and there exists a collection of closed sets S with the finite intersection 
property but for which n (S) = O. Then 

X - 0 = X - n (S) = U (X - A). 
AES 
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Since X - A is open for each A ES and <X, T) is compact 3A o, ... , An ES 

X = U (X - Ai) = X - n Ai' 
i~n i~n 

Therefore ni oS: n Ai = O. This is a contradiction. 
Conversely suppose that every collection of closed sets 5 with the finite 

intersection property also has the property n (5) i= O. Suppose also that 
there exists a collection of open sets T such that 

X s U (T) 

Then 

n (X - AJ = X - U Ai i= O. 
i::::n isn 

Thus {X - A I A E T} is a collection of closed sets with the finite inter­
section property. Then 

X - U A = n (X - A) i= 0 
AET' AET' 

i.e., 

X't U (T). 

This is a contradiction. 

Theorem 3.18. If <X, T) is a topological space, if X' s X and 
T' = {X' n N I NE T} then <X', T') is a topological space. Furthermore 

I. <X', T) is a compact space if X' is a compact set, 
2. <X', T') is a Hausdorff space if < X, T) is Hausdorff. 

Froo! Left to the reader. 

Definition 3.19. If <X, T) is a topological space, if X' s X and T = 
{X' n N I NE T} then T is the relative topology on X' induced by T and 
<X', T') is a subspace of <X, T). 

Theorem 3.20. If <X, T) is a topological space, if X' s X, if T is the 
relative topology on X' induced by T, if B is a base for T and 

B' = {X' n N I NE B} 

then B' is a base for T'. 

Froo! Left to the reader. 

Theorem 3.21. If <X, T) is a topological space, if X' s X, and if T' is 
the relative topology on X' induced by T then 

1. A is an open set in T implies A n X' is an open set in T 
2. A is closed in T implies A n X' is closed in T' 
3. Ais clopen in T implies A n X' is clopen in T. 
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Praa! 1. If A is open in T then 

('Va E A n X ')(3N(a) E T)[N(a) s:;; A]. 

Then N(a) n X' E T' and a E N(a) n X' s:;; An X'. Thus An X' is open 
in T'. 

2. If a E X' and ('VN(a) E T')[N(a) n (A n X') =p 0] then 

('VN(a) E T)[N(a) n X' n A =p 0]. 

Thus 

('VN(a) E T)[N(a) n A =P 0]. 

Since A is c10sed a E A and hence a E A n X' i.e., A n X' is c10sed in T'. 
3. If A is both open and c10sed in T then by 1 and 2 above A n X' is 

both open and closed in T'. 

Theorem 3.22. If <X, T) is a locally compact Hausdorff space then for 
each open set A and each a E A there exists an open set B such that 

a E B A B- s:;; A. 

Proo! If A is an open set in X and a E Athen since <X, T) is locally 
compact 3N(a), N(a)- is compact. If 

M = (N(a)- n A)O 

then M- is also compact. If 

T' = {M- n A I A E T} 

then </vI-, T') is a compact Hausdorff space. In this space /vI- - !vI is 
c10sed and hence compact. Moreover 

('Vy E M- - M)(3N(y) E T')[a f/= N(y)-]. 

Since M- - M is compact there is a finite collection of elements of T' 

such that 

and 

Therefore there exist neighborhoods in T' 

such that 

i = 1, ... , n. 

If M(a) = ni:;;n Mi(a) then 

M(a) n [N(Yl) U ... U N(Yn)] = 0 
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Therefore 

M(a) ~ M- - [N(YI) U· .. U N(Yn)]. 

But since N(YI) U· .. U N(Yn) is open M- - [N(YI) U ... U N(Yn)] is 
closed. Hence 

Therefore 

and 

M(a)- ~ M = (N(a)- n A)o. 

But since M(a) E T', 

(3N E T)[M(a) = M- n N]. 

And since M(x) ~ M = MO 

M(a) = Mn NET. 

Theorem 3.23. (The Baire Category Theorem.) Every open meager set 
in a locally compact Hausdorff space is empty. 

Proo! If Bis an open meager set in the locally compact Hausdorff space 
<X, T) then there exists an w-sequence of nowhere dense sets 

such that 

a<w 

If B =F 0 then by Theorem 3.22 

(3NI E T)[NI - ~ B] 

and since Al is nowhere dense 

for otherwise NI ~ Al -0. Then 

(3N3 E T)[N3 - ~ N 2 ]. 

Inductively we define a nested sequence of neighborhoods such that 

n < w. 

Consequently 

n<w n<ro 

(Theorem 3.17). Therefore 

3XE n N2n+ 1 ~ B. 
n<w 
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But then Vn E w 

Therefore x 1= UaEW Aa • This is a contradiction that compels the conclusion 
B = O. 

Theorem 3.24. If B is the Boolean a-algebra of all Borel sets in the 
loeally eompact Hausdorff spaee <X, T) and if I is the a-ideal of all meager 
Borel sets then BII is isomorphie to B', the eomplete Boolean algebra of all 
regular open sets in X. 

Proo! If 

F(G) = GII, GE IB'I 

then F(Gl ) = F(G2 ) <->- Gl - G2 EI /\ G2 - Gl EI. Then Gl - Gi is meager 
and open. Thus, by the Baire Category Theorem 

Gl - G2 - = O. 
Similarly 

G2 - Gl - = O. 

Then Gl ~ G2 - /\ G2 ~ Gl -. Sinee Gl and G2 are each regular open 

Gl = GlD ~ G2 -D = G2 and G2 = G2 0 ~ Gl - O = Gl . 

Therefore Gl = G2 and hence Fis one-to-one. 
J f GEI BI then by Corollary 3.11 there exists a regular open set G' and 

meager sets Nl , N2 such that 

G = (G' + N l ) - N2 • 

Then G - G' ~ N l - N 2 i.e., G - G' EI. Similarly G' - GEI and henee 

GII = G'II. 

Then 

F(G') = G'II = GII. 

That is F is onto. 
That F has the morphism properties is c1ear from its definition. 

Definition 3.25. A Boolean algebra B satisfies the eountable chain 
eondition (c.c.c.) iff 

(VS ~ IBI)[Va, b E S)[a -:f. b ~ ab = 0] ~ S :::; w]. 

Theorem 3.26. If X is a topologieal spaee with a eountable base then the 
Boolean algebra of regular open sets in X satisfies the countable chain 
eondition. 

Proo;: If Ul , U2 , ••• is a eountable base and if S is a pairwise disjoint 
subset of IBI then since the elements of S are open it follows that 

(VA E S)(3n < w)[Un ~ A]. 
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Furthermore 

(VA, BE S)[[Un S A] /\ [Un S B] ---+ A = B]. 

Therefore S is countable. 

Theorem 3.27. IfB satisfies the c.c.c. then for each subset E of IBI there 
exists a countable subset D of E such that D and E have the same set of upper 
bounds. 

Proo! If I is the ideal generated by Ethen E s I. Consequently every 
upper bound for I is an upper bound for E. Conversely 

(Vb E I)(3bI, ... , bn E E)[b ~ bl + ... + bn]. 

Therefore every upper bound for Eis also an upper bound for I. 
From Zorn:~ Lemma there exists a maximal set F of disjoint elements of 

I. By the c.c.c. F ~ w. Since F S I every upper bound far I is an upper bound 
for F. If bo is an upper bound for Fthat is not an upper bound for lthen 

(3b I E /)[b l 1, bo]. 

Therefore bl - bo EI. Furthermore, since (Vb E F)[b ~ bol 

(Vb E F)[b n (bI - bo) = 0]. 

Then F U {bI - bo} is a collection of pairwise disjoint elements of I. But this 
contradicts the definition of F. Thus every upper bound for Fis also an upper 
bound for 1. 

We have established that Fis countable. If 

F = {In In< w} 

then since F S I and I is generated by E 

(Vn < w)(3bIn ... bm .. n E E)[fn ~ bIn + ... + bmnn]. 

From this existence property and with the aid of the AC, we define a set 
D thus: 

D ~ {bin In< w /\ i = 1,2, ... , mn} 

then D S E, D ~ wand D and E have the same set of upper bounds. 

Theorem 3.28. Every Boolean a-algebra B satisfying the c.c.c. is com­
plete. 

Proo! By Theorem 3.27 if Es IBI then there exists a countable subset 
D of E such that D and E have the same set of upper bounds. Since D is 
countable and B is a a-algebra 

2,b 
beD 

exists. Since D and E have the same set of upper bounds 

2,b 
beE 
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exists. Indeed 

Remark. In later sections we will need certain properties of product 
topologies which we will now prove. We begin by defining projection func­
tions for cross products. Hereafter the symbol [1 will be used to denote cross 
products and Boolean products. We will rely on the context to make the 
meaning dear. 

Definition 3.29. 

(Va E A)(VC S; TI Xa) [PaCC) ~ {l(a) IfE C}]. 
aEA 

Theorem 3.30. If A #- 0 and Va E A, <Xa, Ta> is a topological space then 

T' = {B S; TI Xa I (3n E w)(3a E An)(Vi < n)[[po(j)(B) E TO(i)] 
aEA 

1\ (Va E A)[a i= a(i) ~ Pa(B) = Xa]]} 

is a base for a topology on TIaE,1 Xa . 

Proo! If A i= 0 then 3b E A. If fE TIaEA X" then f(b) E xb and hence 
3N(f(b)) E Tb. Then 

fE {g E -D Xa I g(b) E N(f(b))} E T'. 

Clearly, if BI' B2 E T' then BI n B2 E T'. Therefore by Theorem 1.18 T' 
is a base for a topology on TIaEA Xa • 

Definition 3.31. The topology T of Theorem 3.30 we call the (weak) 
product topology on TIaEA X a induced by the topologies Ta, a E A. This 
topology we will denote by 

<TIaEAXa, TIaEATa> we call a product topological space. 

Theorem 3.32. If A #- 0 and Va E A, <Xa, Ta> is a topological space then 

(Va E A)(VC S; TI Ta) [Pa(C) ETa]. 
aEA 

Proo! Left to the reader. 

Theorem 3.33. (Tychonoff's Theorem.) If A i= 0 and Va E A, <Xa, Ta> 
is a compact topological space then the product topological space TIaEA Xa, is 
also compact. 

Praof. Let S be a collection of closed subsets of TIaEA Xa , with the finite 
intersection property and 

T ~ {B S; f!J (0 Xa) ISs; B 1\ B has the finite intersection property}. 
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Let {Bb I bE lo} be a subset of T, linearly ordered by inclusion. Then 
S S Ubelo Bb and for each finite subset of Ubelo Bb there is a bE 10 such 
that that subset is contained in Bb • Since Bb has the finite intersection 
property Ube10 Bb has the finite intersection property. Thus 

U BbET. 
be10 

Since every linearly ordered subset of T has an upper bound in T, with 
respect to incIusion, T contains a maximal element by Zorn's Lemma. Thus 
there is a Bin T such that no proper extension of B has the finite intersection 
property. 

Since B has the finite intersection property {Pa( C) I CE B} has the finite 
intersection property for all a E A. Therefore if 

then Ca is a collection of cIosed subsets of Xa and Ca has the finite inter­
section property. Since <Xa, Ta> is compact it follows from Theorem 3.17 
that n (Ca) =P 0 i.e., 

3ba E n (Ca). 

If b = naeA {ba} and if N(b) is any neighborhood of b in the product 
topology then 

Since 
(VC E B)[ba E Pa(C)-] 

(VC E B)[piN(b» n Pa(C) =P 0]. 

Consequently 

(VC E B)[N(b) n C =P 0]. 

In particular since S S B 

(VA E S)[N(b) n A =P 0]. 

Since S is a collection of cIosed sets, b E A for each A in S i.e., 

n (S) =p o. 
Therefore by Theorem 3.17 the product topology is compacL 

Theorem 3.34. If A =p 0 and Va E A, <Xa, Ta> is a Hausdorff space then 
the product topology on naeA Xa is Hausdorff. 

Praaf If J, g E naeA Xa and f =P g then (3b E A)[f(b) =p g(b)]. Since 
<Xb, Tb> is a Hausdorff space 3N(f(b», N'(g(b» E Tb 

N(f(b» n N'(g(b» = O. 

Then M = {h E f1aeA X a I heb) E N(f(b»} is a neighborhood of fand 
M' = {h E f1aeA Xa I heb) E N'(g(b»} is a neighborhood of g. But Mn M' = 
O. Therefore the product space is Hausdorff. 
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4. Distributive Laws 

In this section we wish to discuss several generalized distributive laws far 
Boolean algebras that will be of importance in the work to follow. 

Definition 4.1. If a and ß are cardinal numbers then a complete Boolean 
algebra B satisfies the (a, ß)-distributive law «a, ß)-DL) iff for each 

{bijE IBII iE!;\ JEJ} with 1:0:; a ;\ J:o:; ß 

n L bij = L n b i .f(il 
iEI jE] fEll ieI 

B satisfies the complete distributive law iff it satisfies the (a,ß)-distributive 
law for all a and ß. 

Remark. From Theorem 1.12 every complete Boolean algebra satisfies 
the (2, ß)-DL. We can easily provide an example of a complete Boolean 
algebra that does not satisfy the (w, 2)-DL. 

Example. If B is the complete Boolean algebra of all regular open sets 
of the product space 2W then B does not satisfy the (w, 2)-DL: Tf 

biO ~ {fE 2w I f(i) = O}, bn ~ {fE2'd IfU) = I} 

then bio, and bil are each dopen and hence regular open. Then 

n (biO + bi1 ) = 1. 
lEW 

But VfE 2'" 

n bi,[(i) = (n bi,[(i))-O = {f}-o = {f}O = O. 
iE(U lEW 

Therefore 

L n bi.f(i) = O. 
!E2W iEW 

Theorem 4.2. If B is a complete Boolean algebra and 

{bij I iE! ;\ JEJ} <:; IBI 
then 

L n bi.!(i) :0:; n L b ij • 
fEll iEI iEI jE] 
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Proof 

(VfEJi)[bt'{(il ~ L biiJ 
Jel 

(Vf E Ji)[ D bi.f(i) ~ D 6 bij] 
L n bt'{(il ~ n L bjj • 
feJ I leI tel jel 

Theorem 4.3. If B is the complete natural Boolean algebra of all subsets 
of A =f. 0 then B satisfies the complete distributive law. 

Praof If bij <;; A for i E I and.i E J then 

bEn U bij ~ (Vi E I)(3j E J)[b E bij] 
leI JEJ 

-< >- (3f E Ji)(Vi E I)[b E bij] 

+->- b E U n bi.f(i). 
fEll tel 

Remark. We next show that to within isomorphism the complete 
natural Boolean algebras are the only completely distributive complete 
Boolean algebras. 

Theorem 4.4. For each completely distributive complete Boolean algebra 
B therc exists a nonempty set A for wh ich the natural algebra on .9'(A) is 
isomorphie to B. 

Proof If Vb E IBI 

and 

A = {n ab'/(Ol I fE 21BI /\ n ab,{(o) =f. o} 
belßI bEIßI 

then since B is completely distributive 

1 = n (aoo + a o1) = L n ab,{(b)-
OEIßI fe21ßI bEIßI 

Consequently 

(3fE 2IBI)[ n ab,{(Ol =f. oJ 
belßI 

i.e., A =f. O. Furthermore 

CE IBI-+ C = c n (abO + abI) = L (c n ab'{(b»). 
bEIßI fe21BI belßI 

If C =f. 0 then 3f E 21BI 
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But 'Vf E 21DI if f(e) = 0 then aU(e) = - e and 

TI ab.!(b) ::; - e 
belnl 

I.e., 

e TI ab,f(b) = O. 
belnl 

If fee) = 1 then ac,f(e) = e and 

i.e., 

TI ab.!(b) ::; e 
belnl 

Thus, if S = {nbelnl ab.!(b) E A I f(e) = I} then c = Lbes b. Therefore, if 
we define Fon &(A) by 

F(S) = "'2 b, S ~ A 
beS 

then F maps &(A) onto IBI, 
To prove that Fis one-to-one we note that if bio b2 E A 1\ b1 =f b2 then 

3[[ j' E 21DI 1, 2 

Therefore 3b E IBI,f1(b) =f j~(b) and hence 

Consequently b1b2 = O. 
If bE A 1\ S ~ A 1\ b ::; F(S) then 

bF(S) = "'2 bc =f O. 
ceS 

Hence 3e E S, be =f O. But be =f 0 iff b = e. Therefore b E S. Consequently if 
S ~ Athen 

(Vb E A)[b ES+-> b ::; F(S)]. 

From this fact it follows that if S ~ A and S' ~ Athen 

F(S) = F(S') ~ S = S', 

i.e., Fis one-to-one. 
Furthermore 

But 

F(Su S') = "'2 b. 
beSvS' 

b E S ~ b ::; F(S) ::; F(S) + F(S') 
bE S' ~ b ::; F(S') ::; F(S) + F(S'). 
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Therefore 

F(S u S') c:;; F(S) + F(S'). 

If (Vb E S U S')[b c:;; e] then 

hence 

I.e., 

Finally Ve E A 

Therefore 

F(S) c:;; e 1\ F(S') c:;; e 

F(S) + F(S') c:;; e 

F(S U S') = F(S) + F(S'). 

e c:;; F(A - S) H e E A - S 
-(-> e rt S 
~ e 1, F(S) 
** e c:;; - F(S). 

F(A - S) = - F(S). 

Thus Fis an isomorphism of &P(A) onto IBI. 
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5. Partial Order Structures and Topological Spaces 

[n the work ahead we will be interested in Boolean algebras that are 
associated with certain partial order structures (Definition 5.4) and Boolean 
algebras of regular open sets of certain topological spaces. Quite often we 
find that the Boolean algebra associated with a particular partial order struc­
ture is the same algebra as that ofthe regular open sets of a certain topological 
space even though there appears to be no connection between the partial 
order structure and the topological space. In this section we will cstablish 
such a connection. For a given partial order structure we will define a topolog­
ical space of ultrafilters for the partial order structure (Definitions 5.2, 5.3, 
and 5.6). We will show that in general this topological space is a Tl-space 
(Theorem 5.7). If, however, the partial order structure is one associated with 
a Boolean algebra, then the topological space is in fact Hausdorff (Theor.:m 
5.8). 

Definition 5.1. A topological space <X. T) is a Tcspace iff it satisfies the 
Tl-axiom of separation: 'Ix, y E X 

x # y ~ (3N(x»[y 1= N(x)] 1\ (3N(y»[x 1= N(y)]. 

Remark. For the results we wish to prove we first define filter and 
ultrafilter for partial order structures. 

Definition 5.2. Let P = <P, :::; > be a partial order structure and let F 
be a nonempty subset of P. Then Fis afitter for P iff 

I. Fis strongly compatible i.e., ('Ix, y E F)(3z E F)[z :::; x 1\ z :::; y]. 
2. Fis upward hereditary i.e., (Vx E F)(Vy E P)[x :::; Y ~ Y E F]. 

Remark. From Definitions 2.2 and 5.2 and from Theorem 2.4 we see 
that if Gis P-generic over M, with M a standard transitive model of ZF, then 
G is a filter for P. I n fact G is an ultrafilter in the following sense. 

Definition 5.3. F is an ultrafilter for the partial order structure P iff F 
is a maximal filter i.e., Fis a filter for P and for each filter F' 

F~ F'~F= F'. 

Remark. Note that an ultrafilter for a partial order structure P = 

<P, :::;) need not be a proper filter, i.e., P could be an ultrafilter. Indeed if Pis 
compatible P is an ultrafilter. 
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We next establish a connection between filters for Boolean algebras and 
filters for partial order structures. 

Definition 5.4. Let B = <B, +, ., -,0, 1) be a Boolean algebra with 
natural order ~ (see Definition 1.5). Let P = B - {O} and P = <P, ~). 
Then P is the partial order structure associated with B. 

Theorem 5.5. Let B = <B, +, ., -, 0, 1) be a Boolean algebra and 
P = <P, ~) be its associated partial order structure. If F is a nonempty 
subset of IBI then Fis a proper filter for the Boolean algebra B iff Fis a filter 
for the partial order structure P. 

Proof. Let F be a proper filter for B. Then 0 rf. F i.e., F s;; B - {O}. If 
x, y E F then xy E Fand hence there exists a Z E F, namely xy, such that 
Z ~ x and z ~ y. Thus Fis a filter for P. 

Conversely let F be a filter for P. If x, y E F then there is a Z E F such that 
z ~ x and Z ~ y. Therefore z ~ xy and since Fis upward hereditary xy E F. 
Furthermore since 0 rf. P it follows that 0 rf. F i.e., Fis a proper filter for B. 

Definition 5.6. Let P = <P, ~) be a partial order structure and let F 
be the set of all ultrafilters for P. Then 

N (p) ~ {F E F I p E F}, PEP 

T ~ {G s;; F I (VF E G)(3p E P)[F E N(p) s;; G]}. 

Theorem 5.7. <F, T) is a Tl-space. 

Proof. First of all we shall show that <F, T) is a topological space. From 
Definition 5.6 it is dear that 0 and F are each open. Let Gl and G'}. be open 
sets and let FE G1 n G2 • Then there exist p and p' such that 

FE N(p) S;; Gl 

and 

Then p E F, p' E Fand hence there exists a Z E F such that z ~ p and z ~ p'. 
Therefore, since every ultrafilter is upward hereditary 

FE N(z) S;; N(p) n N(p') S;; Gl n G2 , 

and hence G1 n G2 is open. 
It is clear that if each Ga, a E A, is open then U {Ga I a E A} is also open. 

Thus (F, T) is a topological space. 
Next we will show that <F, T) satisfies the Tl-axiom of separation. Let Fl 

and F2 be different elements of F. From the maximality of F1 and of F2 , 

there is a p E F1 - F2 and a p' E F2 - Fl • Then F2 rf. N(p) and Fl rf. N(p') 
i.e. <F, T) is a T1-space. 

Remark. There exist exarnples of partial order structures such that the 
corresponding topological space <F/, T') is not Hausdorff. 
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Theorem 5.8. Let P = <P, ~) be the partial order structure associated 
with the Boolean algebra B. Then <F, T) is a Hausdorff space. 

Proo! Suppose not. Then there would exist distinct Fl> F2 E F such that 

Then (3r E F)[r ~ Pl 1\ r ~ P2] i.e., PIP2 "" O. 

If G = {p E P I (3Pl E F)(3p2 E F)[PlP2 :::; p]) then G is a filter for P. For, 
if p, q E G then 

Since F1 and F2 are filters Plql E F1 and P2q2 E F2. Furthermore PlqlP2q2 ~ 
pq. Then pq E G i.e., for each p, q E G there is an rE G, namely pq, such that 
r ~ P and r ~ q. Clearly G is upward hereditary. 

Since Gis a filter, since F1 S G and F2 S G, and since Fl and F2 are distinct 
ultrafilters we have a contradiction. Therefore <F, T) is Hausdorff. 

Remark. In order for F to be a filter for a partial order structure P = 
<P, ~) we require that F be strongly compatible (Definition 5.2). This 
raises a very natural question. Why do we not define a more general notion 
by requiring that F only be compatible? That is, instead of requiring F to 
satisfy 1 of Definition 5.2 why do we not require instead that F satisfy the 
weaker requirement 

I' . (V'x,YEF)(3zEP)[Z ~ X 1\ ZEY]? 

For purposes of discussion let us call filters as originally defined strang 
filters and filters as newly proposed, weak filters. The change from strong 
filter to weak filter also changes the notion of ultrafilter for being maximal 
among weak filters is a stronger restriction than being maximal among strong 
filters. There are two interesting consequences of this fact. If ultrafilters are 
maximal among weak filters then the sets N(p) of Definition 5.6 form only a 
subbase for the topological space <F, T). Furthermore this space is Haus­
dorff. The fact that <F, T) satisfies the T2-axiom of separation was first 
pointed out by H. Tanaka. 

Nevertheless, for the work that comes later we need strong filters and we 
want ultrafilter to mean a strong filter that is maximal among strong filters. 
Thus, later use brings us back to the definition as given. 

We do not know whether every T1-space is homeomorphic to a topo­
logical space <F, T) associated with some partial order structure or whether 
every Hausdorff space is homeomorphic to a topological space <F', T') 
associated with the partial order structure associated with a Boolean algebra. 

Let P = <P, ~) be a partial order structure and let F the set of all ultra­
filters for P. In order to investigate some relations between the topologies on 
P and F we introduce the following notation. 

53 



Definition 5.9. Let GI be an open subset of P and G2 be an open subset 
of F. Then 
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Gt ~ U {N(p) I [p] ~ Gl } 

G~ ~ U ([p] I N(p) ~ G2}. 

Remark. CIearly Gi and G~ are open subsets of Fand P respectively. 

Theorem 5.10. If GI and G2 are open subsets of P and F respectively then 

1. GI ~ GtlJ.. 
2. G2 ~ G~*. 

Praa! 

1. a E Gl --?- [al ~ GI 
--?- N(a) ~ Gi 
--?- [al ~ GilJ. (since Gi is an open subset of F) 
--?- a E GtlJ.. 

2. FE G2 --?- (3a E F)[N(a) ~ G2 ] 

--?- (3a E F)[[a] ~ G~] 
--?- (3a E F)[N(a) ~ G~*] (since G~ is an open subset of P) 
--?- F E G~*. 

Theorem 5.11. 1. If GI and G2 are open subsets of P then 

2. If Gl and G2 are open subsets of F then 

Praa! Left to the reader. 

Theorem 5.12. If Gis an open subset of Fand [al ~ GlJ., then N(a) ~ G. 

Praa! 

[al ~ GlJ. --?- a E GlJ. 
--?- (3b)[N(b) ~ G 1\ a E [b]] 
--?- (3b 2:: a)[N(b) ~ G] 
--?- (3b)[N(a) ~ N(b) ~ G] 
--?- N(a) ~ G. 

Theorem 5.13. If Gis a regular open subset of P then G*lJ. = G. 

Praa! 

a E G*lJ. --?- [al ~ GM 
--?- N(a) ~ G* 
--?- (\1' F)[a E F --?- FE G*] 
--?- (\1' F)[a E F --?- (3b E F)[[b] ~ G]]. 



For each e ~ a there is an ultrafilter F' for P such that C E F'. But then, since 
e ~ a and e E F' we have a E F'. Consequently if a E G*l>. then 3b E F' n G. 
Si nce F' is an ultrafilter for P and since both c and bare in F' 

(3b' E F)[b' ~ c 1\ b' ~ b]. 

But bEG 1\ b' ~ b. Therefore b' E G i.e., 

a E GM ---7 (Ve ~ a)(3b ~ e)[b E G] 
---7 (Ve ~ a)[[e] n G =1= 0] 
---7 (Ve ~ a)[e E G-] 
---7 [al s; G-
---7 a E G- O 

---7 a E G. 

Then by Theorem S.IO, G*l>. = G. 

Theorem 5.14. lf Gis an open subset of F then Gl>.* = G. 

Praa}: 

FE GM -;. (3a E F)[[a] S Gl>.] 
-;. (3a E F)[N(a) s; G] 
---7FEG. 

Therefore by Theorem S.I 0, GM = G. 

Theorem 5.15. Let GI and G2 be open sets 01' a topological space 
< X, T.. I f for euch regular open set H 

GI n H = 0---7 G2 n H = 0 

Praat: Ir H = (X - Gj)U then H is regular open. Ir GI n H = ° then 

G2 n H = ° and hence 

Therefore 

Theorem 5.16. I. If GI is an open subset of P then 

Gi = 0---7G j = O. 

2. If G2 is an open subset of F 

G& = 0 ---7 G2 = O. 

Praat: Left to the reader. 

Theorem 5.17. I. If G is a regular open subset of F then Gl>. is regular 
open. 

2. If G is a regular open subset of P then G* is regular open. 
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Prooj: 1. Let G1 = (G6)-O. Then 

G = GM s;; (G6)-O* = Gi. 

If G2 is regular open and G n G2 = 0 then 

(G6 n G~)* s;; GM n G~* = G n G2 = o. 
Therefore G:l n G~ = 0 and hence G1 n G~ = O. Furthermore 

(G~ n G2)6 s;; G~a n G~ = G1 n G~ = O. 

Thus G~ n G2 = 0 and hence, by Theorem 5.15, G~ s G- o = G. Conse­
quently 

i.e., GlJ. is regular open. 

2. Let G2 = (G*)-o. Then 

If H is regular open and G n H = 0 then 

(G* n H*)a s;; G*6 n H*6 = G n H = O. 

Therefore G* n H* = 0 and hence G2 n H* = O. Furthermore 

(G~ n H)* s;; G~* n H* = G2 n H* = O. 

Consequently G~ n H = 0 and hence G~ s;; G-o = G. Thus, by Theorem 5.14 

G* = G~* = G2 

i.e., G* is regular open. 

Remark. From the foregoing theorems we obtain the following result. 

Theorem 5.18. If P = < P, :$;) is a partial order structure, then the 
Boolean algebra B of regular open subsets of P is isomorphie to the Boolean 
algebra of regular open subsets of F. 

Prooj: The mapping * is a one-to-one, order preserving mapping from 
the first algebra onto the seeond. 

Remark. As you will see later, it is useful to eonsider the Boolean 
algebra of all regular open sets of a product topological spaee. So we shall 
show a general theorem about that. If a partial order structure P = <P, ~) 
has a greatest element, then we denote it by 1: (Vp EP)[p :$; 1]. In case P has 
an element 1, let Po = P - {I} and Po = <Po, :$;). Then clearly the Boolean 
algebra of all regular open subsets of P is isomorphie to that of Po. Conse­
quently, with regard to Boolean algebras of regular open subsets of partial 
order struetures, we may assume that the partial order struetures have a 
greatest element 1. 
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Dejinirion5.19. Let Pi = <Pi> :::;), iE!, (1 an index set) be a partial 
order structure having a greatest element l i . Then the product structure 

P ~ n:EI Pi ~ <P, :::; > is the following partial order structure. 

I. P ~ < P E n Pi I p(i) = l i for all but finitely many i'S}. 
iEI 

., (V p, q E P)[p :::; q ~ (Vi E I)[p(i) :::; q(i)]]. 

3. 1 ~ the unique PEP such that (Vi E !)[p(i) = I i]. 

Theorem 5.20. Let P = niEI Pi be given as above and let Fand F i be 
the T:-spaces corresponding to P, and Pi respectively in accordance with 
Definition 5.6. Then F is homeomorphic to the product space niEI F i . 

Proo.r Für a given i E 1 and an element ai E Pi> let Gi be the element of P 
\\h05e ith prüjection is ai and whosejth projection is I j for j =1= i, i.e., 

Gi(i) = ai, GJj) = 1 j for j =1= i. 

For e3.ch F;::: F, let Fi = {a, ;::: Pi I Gi E F}. Then Fi is a filter for Pi since 
a i :::; D; implies G, :::; bio Furthermore F, is maximal: If Gi is a filter for Pi 
such Ih3.t F ~ Gi and if G =~ a ~ PI a(i) E Gi /\ CJx E F)(Vj =1= i)[a(j) :2: x(jm, 
then G is a filter and F s G. But Fis an ultrafilter. Therefore G = F. For 
e3.ch a;::: G; 3.od each XE F we define a b as follows 

bei) = a, b(j) = x(j) for j =1= i. 

~ 
Then b;::: G = F. Hence b(i) E Fand a E F;, l.e., Gi S Fi • Consequently 
F = G" that is, Fi is an ultrafilter for Pi' 

Thus for each FE Fand each i EI, Fi is an ultrafilter for Pi' i.e., Fi E F,. 
FroE": this fact \ve then define a mapping g: F -+ TIiEI F j by 

g(F) = <F');EI' 

TDe fUlOction g is both one-to-one and onto (surjective). To prove this 
\\C Eeed 01'1; show that each I-sequence, (F;)iEI uniquely determines an 
F for \\ hich g CF) = (FUi<;I' First we note that if 

F = : a ;::: P I (3i1 ... i ;::: 1)(3a E F ) ... (3a E F ) [G ... G' < a]JI . ,n I1 I1 In ln t, In -

\\here i:, ... Gi/j) = (/i,; if j = iM' für some k and Gi 1 ... Gi.<j) = I otherwise, 
then Fis ::':1 ultrafilter for P and g(F) = (F;)iEI' Thus g is onto. Second if 
t = ja;::: F,; and if g(F) = (Fi>iEI then Fis the smallest filter for which 
f; ;;: F. ;-0, e::.ch i EI. Therefore g is one-to-one. 

"" 0\\ for a given a E P consider N (a) = {F E F I a E F}. Since a = Gi1 ' .• Gin 
für s,-'me co: ;::: Pi1 , •.. , ain E P'n' we have 

FEN(a)~aEF 

++ Gi 1 E F /\ ... /\ Gi. E F 
--- FE N(GiJn . .. n N(G'n)' 

i.c., ;'·_\1 G I = N(Gin) n ... n N(Gin)' Therefore g is a topological mapping. 
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Remark. When we consider regular open sets of a partial order structure 
P, the following notion is very useful. 

Definition 5.21. A partial order structure P = <P, ~> (or a partially 
ordered set P) is calledfine, if the following condition is satisfied: 

(Vp, q E P)[q 1, P -+ (3r E P)[r ~ q 1\ ....., Comp (r, p)]]. 

Lemma 5.22. If P is fine, then for each PEP 

[p]-O = [p]. 

Proo/. We have only to show [p]-O c:; [p]. Let q E P such that q rf= [p], 
i.e., q 1, p. Then, by Definition 5.21, (3r E P)[r :::; q 11 ....., Comp (r, p)]. There­
fore, [r]n [p] = Oandhencerrf=[p]-.Thisimplies [q] '/:. [p]-. Consequently 
q rf= [p]-O, i.e., if q E [p]-O then q E [p]. 

Remark. Many P's used in later sections are fine. 
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6. Boolean-V alued Structures 

The notion of a Boolean-valued structure is obtained from the definition 
of an ordinary 2-valued structure by replacing the Boolean algebra 2 of two 
truth values "truth" and "falsehood" by any complete Boolean algebra B. 
While some of the basic definitions and theorems can be generalized to the 
B-valued case almost mechanically the intuitive ideas behind these general 
notions are more difficult to perceive. 

Throughout this section B = <B, +, " -, 0, 1> denotes a complete 
Boolean algebra. 

Definition 6.1. If 2" is a first order language with individual constants 

and predicate constants 

.i < ß· 
Then a B-valued interpretation of 2 is a pair <A, 4» where A is a nonempty 
set and 4> is a mapping defined on the set of constants of the language 2" 
satisfying the following, 

1. 4>(ct) E A, i < a. 
2. 4>(Rj ): An, -+ B, for j < ß where nj is the number of arguments of Rj • 

Remark. In order to define a truth value for closed formulas of 2 under 

a given B-valued interpretation we first extend 2! to a new language 2* ~ 
2"(C(A» by introducing new individual constants Ca for each a E A. 

Definition 6.2. If rp is a c10sed formula of 2"* then [rp] is an element of 
B defined recursively in the following way . 

1. [Ricb"" cnj)] ~ 4>(Rj )(4>(cl ), ... , 4>(cn,» for every finite sequence of 
constants Cl' ... , cnj of 2"* and 4>(ca) = a for the new constants Ca, a E A. 

2. [,!fo] ~ - [!fon. 

3. [!fo 1\ 71] ~ [!fo] [71]· 

4. [!fo V 71] ~ [!fo] + [71]. 

5. [(V'x)!fo(x)] ~ TI [!fo(ca)]. 
aeA 

6. [(3x)!fo(x)] ~ L [!fo(ca)]. 
aeA 
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Remark. For the special ca se B = 2, Definition 6.2 is the usual definition 
of satisfaction in ordinary 2-valued logic. 

We wili write [~(al' ... , an)] for [~(cal' ... , can )]' Rj for ep(R j ) and C for 
ep(c). Ir (A, ep) is a B-valued interpretation then 

.0. --
A = (A, Ro, Rb ... ' co, Cl' ... ) 

is a B-valued structure. 
We will occasionally consider several interpretations in the same context. 

We will write [91]A to indicate that element of B determined by 91 and the 
interpretation (A, ep) of the B-valued structure A. 

Definition 6.3. A 1= 911,.. [91] = 1. 

Remark. A 1= 91 is read "A satisfies 91" or "91 is true in A." 
The usual axioms of the predicate calculus are also valid in every B-valued 

structure as we now show. 

Theorem 6.4. If 91 is a closed formula of the language 2' then 91 is 
satisfied in every B-valued structure iff 91 is logically valid. 

Proo! 91 is logically valid iff 'P is satisfied in every 2-valued structure. 
Since 2 is a complete subalgebra of B every 2-valued structure is a B-valued 
structure. Conversely if 91 is not satisfied by so me B-valued structure A i.e., 

then the computation of [91]A requires only a finite number of applications of 
Definition 6.2 (5), (6), say 

bl = n bla, ... , bn = n bna 
aeAl aeAn 

b~ = L b~a,.··, b~ = L b~a. 
aeBl aeBn 

By the Rasiowa-Sikorski Theorem (Theorem 2.14) there is a homomor­
phism h: IBI-+ 121 such that heb) = 0 and h preserves sums and hence 
products. If (A, ep) is the B-valued interpretation that determines A and 

ep' ~ ho ep then (A, g,') determines a 2-valued structure A'. Since h is a homo­
morphism that preserves sup's and inf's, and heb) = 0, it follows that 91 does 
not hold in A'. 

Exercises. 
1. Let BI> B2 be complete Boolean algebras and h a complete homo­

morphism of BI into B2. If (A, g,l) is aBI-interpretation, if g,2 = ho g,l and 
g,2 = g,l on the constants of 2' then (A, g,2) is a B2-interpretation and for 
each closed formula 91 of the language 2' 

[91]A2 = h([91]A) 

where Al is the structure determined by (A, g,l). 
2. Let P be a partial order structure, and B the complete Boolean algebra 

of all regular open sets in P. If 7T is an automorphism of P then 7T induces an 
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automorphism iT of B. (7T: P --+ P is an automorphism iff 7T is one-to-one and 
onto.) If in addition 

(Vpl' P2 E P)(37T)[7T is an automorphism of P 1\ Comp (PI, 7T(P2»] 

then 

(Vbl , b2 E B - {O}) (37T)[7T is an automorphism of B 1\ b l 7T(b2) =I- 0]. 

Remark. We turn next to languages with equality. As in the 2-valued 
case we have special axioms for equality that are easily generalized for the 
B-valued case. 

Definition 6.5. If.::e is a first order language with equality then by a 
B-valued interpretation of .::e we mean a B-valued interpretation in the sense 
of Definition 6.1 that in addition satisfies the following Axioms of Equality 

1. [c = c] = 1. 
2. [Cl = C2] = [C2 = Cl]' 
3. [Cl = c2 ] [c2 = c3] ~ [Cl = c3 ]. 

4. For each n-ary predicate constant R of the language 

[Cl = c~TI ... [cn = c~] [R(c l , ... , cn)] ~ [R(c~, ... , c~)]. 

Theorem 6.6. Every logically valid sentence of a first order language .P 
with equality is satisfied by a B-valued structure of .::e. 

In particular 

[Cl = C~] ... [Cn = C~] ['P(Cl , ... , Cn)] ~ ['P(C~, ... , C~)]. 

Remark. Note that [Cl = C2] may be different from 0 and from 1. Also, 
we may have [Cl = C2] = 1 but Cl =I- C2' To exclude this last possibility we 
introduce the separated B-valued structures. 

Definition 6.7. A B-valued structure A = <A, ;;;, Ro, ... , Co, ... > IS 

separated iff 

(Val' a2 E A)[[al = a2] = 1 --+ a l = a2]' 

Remark. Every B-valued structure A is equivalent to aseparated B­
valued structure <1, ~, Ro, ... , co, ... > obtained from A by considering the 
equivalence classes of the relation {<a, b) E A 2 I [a = b] = I}. If 1 is the set 
of these equivalence classes there are B-valued relations, i= Ro, ... , on 1 and 
members co, ... of 1 (wh ich are uniquely determined) such that for every 
formula 'P of .::e and any ab ... , an E A 

where Gi is the equivalence dass containing ai' 

Definition 6.8. A partition 01 unity is an indexed family <bi I i E I) of 
elements of B such that 

2: bi = 1 1\ (Vi,j E I)[i =I- j --+ bibj = 0). 
lEI 
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A B-valued structure A = <A, ;;;;, RQ , ••• , Co, ... > is camp/eIe iff when­
ever <bi I i E 1) is a partition of unity and <ai I i E 1) is any family of elements 
of Athen 

C3a E A)(Vi E I)[bi ::; [a = aiU]' 

Remark. The set a, of Definition 6.8, is unique in the following sense. 

Theorem 6.9. If <bi I i E I) is a partition of unity, if 

(Vi E I)[bi ::; [a = ai~l 

and 

(Vi E I)[bi ::; [a' = aJl 

then [a = a'] = 1. 

Praa! b;::; [a = ai~ [a' = ai~ ::; [a = a'~, i E I 

1 = L bi ::; [a = a' ] ::; 1. 
iEI 

Hence [a = a' ] = 1. 

Remark. This unique a is sometimes denoted by LiEf biai' We next 
provide an example of a B-valued structure that is separated and complete. 

Example. Define A = <B, ;;;; > by 

[bI = b2~ = bIb2 + (-b l )(-b2 ) 

i.e., [bI = b2~ is the Boolean complement of the symmetrie difference of bl 

and b2 • 

lt is easily proved that A is a B-valued structure that satisties 1-3 of 
Definition 6.5. Since 

[bI = b2~ = l-'?-bIb2 + (-b l )(-b2) = 1 
-r bI b2 = -(-bl )(-b2 ) = bl + b2 

-'?- bIb2 = b1 /\ b2bI = b2 
-'?- b2 ::; bl /\ b1 ::; b2 
-'?- bl = b2 , 

A is separated. 
If <bi I i E 1) is a partition of unity and <ai I i E I) is a family of sets of B 

then since B is complete 

Then 
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a ~ L biai E B. 
tEl 

b;[a = ai] = biaiLajbj + b;(-ai)(-Lajbj) 
jEl JEI 

= (aibi + (-ai)bi)(Lajbj + -Lajbj ). 
JEI JEI 



But the bi's are pairwise disjoint. Then 

(-oi)bi 2: ajbj = (-ai)aibi = 0 
je! 

Then 

bi[a = ai~ = alb! + (-ai)bi = bio 

Therefore (Vi E I)[bi ~ [a = a!~] Le., Ais complete. 
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7. Relative Constructibility 

Godel's constructibility was generalized, in a natural way, by Levy and 
Shoenfield to a relative constructibility which assures us of the existence of a 
standard transitive model L[a] of ZF for each set a. Levy-Shoenfield's relative 
constructibility is rather narrow but quite easily generalized. Ln this section 
we will study a general theory of relative constructibility and deal with several 
basic relative constructibilities as special cases. Later we will extend our 
relative constructibility to Boolean valued relative constructibility from which 
we will in turn define forcing. 

There is a modern tendency to avoid the rat her cumbersome theory of 
relative constructibility. We believe this to be amistake. Although we do not 
pursue the subject, it is c\ear that one can consider wider and wider types 
of relative constructibility. Accordingly, we have many types of Boole:!.n 
valued relative constructibility. We feel that these sometimes wild Boolean 
valued relative constructibilities might be very important for future work. 
lndeed, it is not at all c\ear whether the structures they produce can be con­
structed by the usual method of Scott-Solovay's Boolean valued models 
without using relative constructibility. 

lf a and b are sets there are two different definitions of the notion "b is 
constructible from a" namely bE La or b E L[a] where 

La is the smallest c\ass M satisfying 

1. M is a standard transitive model of ZF. 
2. On s; M. 
3. (\:Ix E M)[x n a E M]. 

L[a] is the smallest c\ass M satisfying 

1. M is a standard transitive model of ZF. 
2. On s; M. 
3. aEM. 

Obviously, La s; L[a]. 
In this section we will show, by a modification of Gödel's methods used 

to define the c\ass L of constructible sets, that the c\asses La and L[a] exist. lt 
should be noted that neither the characterization of La nor of L[a] can be 
formalized in ZF. 

The main difference between La and L[a] as we will see is that La satisfies 
the AC while L[a] need not. Since we will eventually wish to prove the 
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independence of the AC from the axioms of ZF using results of this and later 
sections we must exercise care to avoid the use of the AC in proving the 
following results. 

lt is of interest to consider a slightly more general situation allowing a to 
be a proper class A. LA can be characterized exactly as La was. For L[A] there 
is however a problem in that we cannot have A E M. Instead we define: 

L[A] = U L[A n R'a]. 
aEOn 

We first develop a general theory that allows us to treat LA and L[A] 
simultaneously. Let 2' be a language with predicate constants 

and individual constants 

Some results ofthis section remain true ifwe allow 2' to have an arbitrary 
well-ordered set (possible even uncountably many) of constants. 

Definition 7.1. If A = <A, Ro'\ ... , Rn A, C01\ ••• , cmA ) and 

are two structures for the language 2', then A is a substructure of B, (A s; B) 
iff 

I. A s; B. 
2. For each Rb i = 0, ... , n if R i is p-ary then Vab ... , ap E A 

j = 0, ... , 11l. 

Exercise. If B = <B, RoH, ... , Rjl, Co", ... , cm") is a structure for .ff if 
A s; Band cj E A,j ~ m, then there is a unique substructure A s; B such that 
lAI = A (lAI denotes the universe of A). This structure we denote by B I A. 

Definition 7.2. C(A) ~ {ca I a E A}. 2'(C(A)) is the language obtained 
from !fl by adding Ca for each a E Aas new individual constants. 2'0 is always 
understood to be the first order language whose only constant is E. 

Remark. Hereafter we assume that Ra = E, i.e., 2' is an extension of 
2'0' We will be mostly interested in structures <A, E, ... ) where A is transitive. 
In this ca se we do not list E explicitly. In particular we call a structure <M, E) 
for 2'0 transitive iff M is transitive and E = E. In this case we write M for 
<M,E). 

For the following we assume a suitab!e Gödelization of the formulas of 
2'(C(A)) in ZF and a formalization of several syntactical and semantical 
notions meeting certain requirements on definability and absoluteness with 
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respect to transitive models of ZF. In particular there is a formula F of ~o 
involving A a~ a constant such that F(x) formalizes the notion 

"x is the Gödel number of a formula of ~(C(A»" 

and such that Fis absolute with respect to any transitive model M of ZF for 
which A E M. We then define 

Fm/(A) ~ {x I F(x)}. 
C(x): "x is the Gödel number of a cIosed wffof ~(C(A)." 
F(x): "x is the Gödel number ofa wffof ~(C(A» having at most one free 

variable." 

Fm/O(A) ~ {x I C(x)}. 

Fmf1(A) ~ {x I F(x)}. 

Definition 7.3. A dass A is definable in ~o iff there is a formula cp(x) of 
~o containing no free variable other than x such that A = {x I cp(x)}. In this 
ca se cP is called a defining formula for A. Moreover, if cp contains parameters 
Yl> ... , Yk from a given set ethen we say A is definable in ~o from c. 

Definition 7.4. Let !v! be a standard transitive model of ZF and let 
cp(xIo ... , x n ) be a formula of ~o containing no free variable other than 
Xl, ... , x n• Then cp is absolute with respect to M iff 

(V'XIo ... , Xn E M)[CP(Xl' ... , x n) ....... cpM(Xl' ... , xm)], 

where cpM is the formula obtained from cp by replacing 3y and V'y by 3y E M 
and V'y E M respective1y. Moreover if cp contains a set CE M, cp(c, XIo ... , x n), 

then we say that cp is absolute with respect to M regarding C as a constant. 
A cIass A definable in ~o, is absolute with respect to M iff its defining 

formula is absolute with respect to M. 

Theorem 7.5. If A = (A, Ro, ... , Rn. cO, ... , cm> is a transitive structure 
for 2, where A is a set, then there is a wff ifJ of ~o such that for every closed 
wff cp of ~(C(A» 

A 1= cp ....... ifJ(A, r cp'). 

Furthermore if M is a standard transitive model of ZF and A E M then ifJ is 
absolute with respect to M (regarding A as a constant). 

Remark. Since we did not formalize explicitly all of the necessary syn-
tactical notions we can only give an outline of a proof. 

We define a formula ifJoU, A) in the language ~o that formalizes the notion 
"fis the characteristic function of the cIosed wffs of ~(C(A» that are true 
in A" 

i.e., ifJoU, A) is the conjunction of the foIIowing formulas: 

1. f: FmIO(A) -+ 2. 
2. V'r cp' [f(r ,cp') = 1 ....... f(r cp') = 0]. 
3. V'rtpl,V'rcp2'[[f(rcpl A CP2') = 1 ....... f(rcpl.') = 1 A f(rcp2') = 1] 

A [f(rcpl V CP2') = 1 ---f(rcpl') = 1 V f(rcp2') = 1]]. 

66 



4. Vf(VX)<t'.{X)l[f(f(VX)!p(X)l) = I +-> (Va E A)[f(f!p(ca)l) = 1]]. 
5. Vf(3x)<p(X)1[f(f(3x)!p(x)1) = 1 +-> (3a E A)[f(f!P(ca)l) = 1]]. 
6. (Val E A)(Va2 E A)[jF Ca1 E ca21) = 1 <-> al E a2]' 
7. (Val E A)··· (Van, E A)[f(rRlca1,··., can)l) = 1 --- Rial>"" anJ 

for each predicate symbol R j (except E) wherc nj is the number of argument 
places of R j • (For simplicity we ass urne that 2 has no individual constants.) 
Here f!pl is to range over FmIO(A) which is a set, since A is a set. '"(VX)!p(X)l 
in 4 ranges over all (Gödel numbers of) closed formulas of 2(C(A)), that 
are of the form (Vx)!p(x). In 4 we also assurne a suitable formalization of 
substitution. Since FmIO(A) is a set we can prove the following in ZF. 

Theorem 7.6. 

A l= !p ~ (Vf)[if;o(J, A) -+ f(r !pl) = 1] 
~ (3f)[if;o(J, A) 1\ f(r!pl) = 1] 

Remark. Thus if 

then 

A l=!p <-,. if; (A, f!pl) 

Futhermore. let M be a standard transitive model of ZFwith A E M. Then 
if;o(J, A) is absolute with respect to M since FmIO(A) E M and all quantifiers in 
1-7 of the definition of if;0(J, A) can be restricted to M. lt then follows 
that if;(A, x) is absolute with respect to M. (See Theorem 13.8, GTM Vol. 1.) 

If we allow A to be a cIass then Theorem 7.5 no longer holds 
for otherwise we would obtain a truth definition for V definable in the lan­
guage of ZF. if;oU; A) can still be defined as above even if A is a proper cIass, 
however, in this ca se f is a cIass variable. Consequently we would have a 
bound second order variable in Theorem 7.6. 

In the language of Gödel- Bernays (G B) set theory A l= !p can be defined 
by Theorem 7.6 however we cannot prove in GB that it has the desired prop­
erties unless we assurne some further axioms, e.g., mathematical induction 
or the comprehension axiom for formulas involving bound cIass variables. 

Later we will encounter a similar situation when considering the de­
finability of forcing for unlimited formulas. On the other hand we can prove 
the following theorem in ZF. 

Theorem 7.7. If A is a cIass then for each formula !p of 2 with free 
variables al , ••• , ak there is a formula if; of 2 0 for which 

(Val' ... , ak E A)[A l= !p(alo ... , ak) --- if;(A, al, ... , ak)]. 

Proof For each alo ... , ak E A 

A l= !p(alo ... , ak} --- cp(al • ...• ak) 

where cp(al • ... , ak) is !pA(al' ... , ak) with each occurrence of R; replaced by 
R; and each occurrence of Cj replaced by Cj. 
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Remark. As mentioned above, in the general case where A may be a 
proper dass we do not have a single formula if; of 2'0 such that Theorem 7.7 
holds simultaneously for all formulas of .P, (if; having a further argument 
r 911 ). This result can however be obtained if we restrict ourselves to formulas 
91 with less than n quantifiers, where n is a fixed natural number. 

Definition 7.8. If A is a set then 

Df(A) ~ {a I 3r 91(X)l E FmP(A)[a = {x E A I A F 91(x)}]}. 

Remark. Df(A) is the set of sets definable from A (using elements from 
A as parameters). Here we need Theorem 7.6 to show that {x E A I A 1= 91(x)} 
is a set in ZF. 

Taking 91(x) as x = x we obtain the following. 

Theorem 7.9. A E Df(A) provided A is a set. 

Theorem 7.10. If A is a set then Df(A) is a set definable in 2'0 from A. If, 
in addition, M is a standard transitive model of ZF and A E M then Df(A) is 
absolute with respect to M. 

Remark. For our general theory let <Ma I a E On) be a sequence of 
transitive structures of 2' such that M a = IMal is a set and the following 
three conditions are satisfied: 

I. a < ß -7 M a is a substructure of M p• 

2. M a = U M p, aEKu 
ß<a 

3. Df(Ma) s;; Ma+l. 

M = U M a, M = <M, ROM, . .. ). 
aeOn 

Remark. Since each M a, a E On, is transitive, so is M. Moreover RjM is 
defined by 

In view of 1 this definition is unambiguous. Furthermore M a s;; M for each 
a E On. 

We now wish to prove that M is a standard transitive model of ZF. 

Theorem 7.11. 

1. M a E Ma+l. 
2. MaEM. 

Proo! Theorems 7.9 and 3 above. 

Remark. Since M is transitive, M satisfies the axioms of extensionality 
and regularity. It is easy to check that the axioms of Pairing and Union 
hold in M. Since a E Ma+l' On s;; M and wEM. Therefore M satisfies the 
Axiom of Infinity. 
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The main idea used for the proof of the remaining axioms is contained in 
the proof of the following proposition. 

Theorem 7.12. a S;; M --+ (3a)[a S;; Mal. 

Proof From the Axiom Schema of Replacement it follows that 

(3a)[a = U fLP{X E M ß)] 
xea 

then a S;; M a. 

Remark. In order to prove the Axiom of Separation in M we first prove 
a kind of reflection principle in M. This proof requires several preliminary 
results. 

Definition 7.13. A function F: On --+ On is semi-normal iff 

1. ('Va)[a ~ F(a)]. 
2. ('Va, ß)[a < ß --+ F(a) ~ F(ß)]. 

3. ('Va E Ku)[F(a) = U F(ß)]. 
ß<a 

Definition 7.14. A function F: On --+ On is anormal function iff 

1. ('Va, ß)[a < ß --+ F(a) < F(ß)]. 

2. ('Va E Ku)[F(a) = U F(ß)]. 
ß<a 

Remark. Every normal function is a strictly monotonie ordinal function. 
Since we have a ~ F(a) for every strictly monotonie ordinal funetion it 
follows that every normal fllnction is also semi-normal. 

Theorem 7.15. If Fl> ... , Fn are semi-normal functions then 

('Va)(3ß > a)[ß = FI(ß) = ... = Fn(ß)]. 

Proof We define an w-seqllence (am I mE w) by recursion: 

al = a + 1, a2 = F1(al),"" an+l = FnCan) 

ak+1 = F;(ak), i == k(mod n), i = 1, ... , n. 

If ß = UmEw am then a < ß and the sequence (am I mE w) is nondecreasing. 
If ß E KI then m E w, ß = a m = a m+ I = .. " and hence 

If ß E Ku then 

Fi(ß) = U F1( ak) 
kEW 

= U {ak+1 I i == k(mod n)}( = U akn+I+1) 
~w ~w 

= ß· 
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Theorem 7.16. If cp(ao, ... , an) is a formula of 2 then 

(Va)(:Jß ;:::: a)('\ab ... , an E Ma)[M 1= (:Jx}p(x, al , ... , an) ---
(:Ja E Mß)[MI= cp(a, ab' .. , an)]' 

Praa! By Theorem 7.7. 

M 1= cp(a, al , ... , an) 

is expressible by a formula of 20' Using the fact that M a is a set we can then 
define 

ß = sup fLß'(ß';:::: a 1\ (:Ja E Mo,)[M 1= cp(a, ab ... , an)])' 
al •.•.• anEMa, 

This ß has the desired properties. 

Theorem 7.17. For each formula cp(ao, ... , an) of 2 there exists a semi­
normal function F such that 

(Va)(Vß)[ß = F(a) -J>- (Val' ... , an E Ma)[M 1= (:Jx)cp(x, al , ... , an) ~> 
(:Ja E Mo)[M 1= cp(a, al , ... , an)]]]. 

Praa! From Theorem 7.16 

(:Jß ;:::: a)(Vab ... , an E Ma)[M 1= (:Jx)cp(x, ab ... , alt) ob-

(:Ja E Mo)[M 1= cp(a, ab ... , an)]] 

therefore if 

F(a) = fLoCß ;:::: a 1\ (Vab"" an E Ma)[MI= (:Jx)cp(x, ar, ... , an)---
(:Ja E Mß)[MI= cp(a, al , . .. , an)]]) 

then a :::; F(a). Furthermore Fis nondecreasing and continuous hence semi­
normal. 

Corollary 7.18. For each formula cp(ao, ... , an) of 2 there exists a semi­
normal function F such that 

(Vß)[ß = F(ß) -J>- (Val' ... , an E Mo)[M 1= (:Jx)cp(x, al, ... , an)] ---
(:Ja E Mß)[M 1= cp(a, al, ... , an)]]. 

Theorem 7.19. For each formula cp(ab ... , an) of 2 there are finitely 
many semi-normal functions Fr, ... , Fn such that 

(Vß)[ß = Fl(ß) = ... = Fm(ß) -J>- (Val' ... , an E Mß)[M 1= cp(al , ... , an) -<->-

M ß 1= cp(ab ... , an)]]. 

Praa! (By induction on the number of logical symbols in cp.) If cp is 
atomic the theorem follows from the fact that (Va)[Ma S; M]. If cp is of the 
form ---,1{; or I{; 1\ 7) the conclusion is obvious. If cp(al , ... , an) is of the form 
(:Jx)l{;(x, al , ... , an), then from the induction hypothesis there are semi-normal 
functions F1 , ••. , Fn such that 

ß = Fl(ß) = ... = Fm(ß) -J>- (Vao, ... , an E Mß)[M 1= I{;(ao, ... , an) +J>-

M ß 1= I{;(ao, ... , an)]. 
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By Corollary 7.18 there exists a semi-normal function Fo such that 

ß = Fo(ß) --+ (Val' ... , an E Mß)[M ~ (3x)if1(x, al , ... , an) ~ 
(3a E Mß)[M ~ if1(a, a l , ... , an)]]' 

Therefore if ß = Fo(ß) = ... = Fm(ß) , and ab' .. , an E Mß then 

M ~ cp(al , ... , an) -(~:> (3a E Mß)[M ~ if1(a, al , ... , an)] 
~>- (3a E Mß)[M ß ~ if1(a, a l , ... , an)] 
+<> M ß ~ (3x)if1(x, al , ... , an) 
*->- M ß ~ cp(ab ... , an)' 

Corollary 7.20. For each formllia cp(al , .. . , an) of.!i:' 

(Va)(3ß)[ß;:: a /\ (Vab ... ,anEMß)[M~cp(al, ... ,an)-<->-Mß~cp(al, ... ,an)]' 

Remark. From Corollary 7.20 we can easily prove that M satisfies the 
remaining axioms of ZF. 

Theorem 7.21. M satisfies the Axiom of Separation. 

Praa): If cp(x, Yb ... , Yn) is a formllia of 2, if a, a l , ... , an E M, and if 

then A is a sllbset of M. ThllS (3a)[A ~ Ma ]. By Corollary 7.20 

(3ß ;:: a)(Vb E M ß)[M ~ b E a /\ cp(b, ab ... , an) -(-)-
MiJ ~ b E a /\ cp(b, ab ... , an)]' 

Then 

{x I M ~ X E a /\ cp(x, al , ... , an)} 
= {X E M ß I M ß ~ X E a /\ cp(X, ab ... , an)}. 

Conseqllently 

{x I M~ x E a /\ cp(x, ab"" an)} E Df(Mß) ~ Mß + I ~ M. 

Theorem 7.22. M satisfies the Power Set Axiom. 

Praa): If a E M then 9(a) n M is a subset of M. Hence 

(3a)[9(a) n M ~ M" E M]. 

Since, by Theorem 7.21, M satisfies the Axiom of Separation and M" E Mit 
follows that 9'(a) n M is an element of M. 

Theorem 7.23. M satisfies the Axiom Schema of Replacement. 

Praa): If cp(ao, ... , an) is a formllia of .!i:' such that 

(Va2' ... , an E M)(Vx E M)(3 ! Y E M)[M ~ cp(x, y, a2, ... , an)] 

if a E M, and 

c ~ {y E M I (3x E a)[M ~ cp(x, y, a2, ... , an)]} 
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then C is a subset of M. Thus 

(3a)[C S M a E M]. 

Then by Theorem 7.21 

C = Cn MaEM. 

Remark. We have established that M is a standard transitive model of 
ZF that contains all of the ordinals. The method by which M was constructed 
is of particular interest. M was defined from a sequence <Ma I a E On) of 
transitive structures satisfying the conditions 1-3 ofpage 68. We next consider 
two applications of this same general method. 

Definition 7.24. If K is a class, if Sf({K( )}) is the language obtained 
from Sfo by adding a unary predicate symbol K( ) and if <A" I a E On) is a 
sequence of structure A" = <A,,,, K,,) defined by transfinite induction on a by 

A o ~ 0 
- '" K" = AanK 

'" A"+l = Df(Ac,J 

A a ~ U Aß, a E K n , 
ß<" 

then 

Remark. It can then be easily shown that A" satisfies the conditions 1-3 
of page 68. From this, as before, we can prove the following theore·m. 

Theorem 7.25. L K is a transitive model of ZF and On S LK • 

Remark. Definability in Sfo({K( )}) for classes is defined in the same way 
as in Definition 7.3. 

Theorem 7.26. 

l. L K is definable in Sfo({K( )}). 
2. a E L K -+ a n K E L K • 

3 . .JIt(K)* -+ K n LK E LK • 

Proof l. Obvious from Theorem 7.10 and the definition of L K • 

2. If a E L K then (3a)(a E A,,). Therefore a S A" and a n K s Ka S Aa • 

Then an K = {x E A" I <A a , K,,) F x E Ca /\ K(x)} where a E A" i.e., 

an K E Df(Aa) = A"+l s L K • 

3. If K is a set and k o ~ K n L K then k o is a subset of A a for some a. Then 

and hence k o E L K • 

* Jt(K) means "K is a set." 
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Remark. We say M is a standard transitive model of ZF in the language 
2'o{{ K( )}) if the following conditions are satisfied: 

1. M is transitive. 
2. There is a dass K c:; M such that ('ix E M)[x n K E M]. 
3. M satisfies the axioms of ZF described in the language 2'o({K( )}) by 

interpreting K( ) by K. 

Let M be such a model and let <p(Xl> ... , xn) be a formula of 2'o({K( )}) 
containing no free variables other than Xl> ... , Xn• Then <p is absolute with 
respect to M iff 

('ix!> ... , Xn E M)[<P(Xl' ... , x n ) -- <pM(Xl' ... , x n)]. 

Note that in making <pM from <p the symbol K, ifit occurs in <p, is left invariant. 

Theorem 7.27. If M is a standard transitive model of ZF in the 
language 2'o({K( )}) and if On c:; M, then LK c:; M. 

Proof. We prove by induction that A a E M. Clearly All = 0 E M. If 
A a E M then K a = Aa n K E M, hence A" = <Aa, K a) E M. By Theorem 
7.10, Df(Aa) is absolute with respect to M. Therefore A a + 1 c:; M. But Aaset 
implies that Df(A) is a set. Therefore Df(Aa) E M, i.e., 

If a E KII and 'iß < a, Aß E M then since the sequence <Aß I ß < a) is 
definable in M*, 

Then L K c:; M, since M is transitive. 

Theorem 7.28. If Ko = K n LK 

1. LK = L Ko A Ko c:; LKo (Therefore Ko E LKc if Ko is a set). 
2. LKoF V = LKo' 

3. LKoF AC. 

Proof. 1. Aa n Ko = Aa n K n LK = Aa n K, since Aa c:; L K • There­
fore L K = LKo and Ko c:; L K = L Ko' 

2. If A~ = <A~, K~) is A a = <Aa, K a) relativized to LKo then we prove by 
induction on a that A~ = A a• Obviously A~ = Ao. If A~ = Aa then Aa E LKo 

and L Ko is a transitive model of ZF. Therefore 

A~+ 1 = Df(Aa) = Aa + 1 

since K~ = K a we have K~+l = Ka+l' The case a E Ku is obvious. 
3. We first prove in ZF that if a is weIl ordered then a' = Df( <a, k») is 

weil ordered. 

* A cIass A(<;;;; M) is definable in M iff there is a formula <p(x) of 2'({K( )}) containing 
no free variables other than x such that A = {xEMI<pM(X)}. 
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If b E a' then thcre is a formula p of .P({K( )}) and a finite set of constants 
{Cl' ... , Cn} S; a for which 

b = {x E a I <a, k) F p(x, Cl' ... , Cn)} 

Thus b is determined by <rp'*, {Cl> ... , Cn}). The set of formulas of 
.P({K( )}) is countable and the finite subsets of constants from a can be weil 
ordered since a is weIl ordered. This gives a weil ordering of a'. 

Since L Ko is a model of ZF it then follows from the foregoing argument 
that A a + I is weil ordered in L Ko if Aa is weil ordered in L Ko • Thus by induction 
on IX. there are relations < a in L Ko such that < a weil orders A a( < a is 
definable uniformly for all IX in L Ko). 

If Od(a) ~ p-aCa E Aa), a E L K and if 

a < b -- a E L Ko /\ bE L Ko /\ [Od(a) < Od(b) v 
[Od(a) = Od(b) /\ a <odCa)b]] 

then < is a weIl ordering of LKo that is definable in L Ko • In particular each 
a E L Ko is weH ordered by {(x, y) I x < Y /\ x, Y E a} E LKo • 

Corollary 7.29. If there exists a standard transitive model of ZF then 
there exists a standard transitive model of ZF + AC + V = L o. 

Exercise. Show that L o is Gödel's dass of constructible sets. 

Remark. In Introduction to Axiomatic Set Theory we proved that 
V = Lo implies the GCH. We now wish to prove a corresponding result 
namely V = La ~ GCH. For this proof we require the following. 

Definition 7.30. 1. If A is a structure and p(ao, al> ... , an) is a formula 
in the language of A, then a function J: An ~ A is a Skolem function for 
(3x)p(x, al , ... , an) with respect to A iff 

(VXl> ... , Xn E A)[A F (3x)p(x, Xl> ... , Xn) <-)0 A F P(f(XI, ... , xn), Xl> ... , xn)]. 

2. B is an elementary substructure of A (written B -< A) iff B is a sub­
structure of A and for every formula p of the language of A i.e., !l'( C(A)), and 
Val' ... ' an E B 

B F p(al' ... , an) -- A F p(al , ... , an). 

Remark. We next show how to obtain an elementary substructure of A 
that contains a given subset of A, provided that we have a family of Skolem 
functions for all forrnulas of the language of A. 

Theorem 7.31. If A is a structure and Faset of Skolem functions such 
that for every forrnula (3x)p(x, al> ... , an) of the language ofA there exists 
in Fa Skolern function for that forrnula with respect to A, if B S; A and if B 
is closed under the functions of F then B ~ AlB is an elernentary sub­
structure of A. 

* r'P 1 is the Gödel number of 'P. 
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Proof By induction on the number oflogical symbols in cp. If cp is atomic 
or of the form ,1{1 or 1{1 A 7J the conclusion is obvious. If cp(al> ... , an) is 
(3x)1{1(x, aI, ... , an) and if bI, ... , bn E B then 

B F (3x)1{1(x, bl> ... , bn) --+ (3b E B)[B F 1{1(b, bb .. " bn)] 

--+ (3b E B)[A F 1{1(h, bb ... , bn)] 

--+ A F (3x)1{1(x, bl> ... , bn ) 

--+ (3fE F)[AF 1{1(f(bl>"" bn), bI , .. ·, bn)] 

--+ (3x E B)[A F 1{1(x, bI , ... , bn)] 

--+ B F (3x)1{1(x, bI , ... , bn). 

Lemma. If A is a set, and if 

(V'x, y E A)[x =1= y --+ (3z E A) , [z EX ...... Z E y]] 

then there exists a transitive set a and a functionfsuch that 

f'A~a • onto 

and (V'x, Y E A)[x E Y +-->- fex) Ef(y)]. Moreover if bis a transitive subset of A 
then f, b = I, b. * 

Proof We definefrecursively by 

f(y) = {fex) I xEA ny}. 

The conclusion is then immediate from the definition of J, that is, 

(V'x, Y E A)[x E Y +-> fex) Ef(y)]. 

Also, by E-induction, it follows that if b is a transitive subset of Athen 
f, b = I, b. (For details see Takeuti and Zaring: Introduction to Axiomatic 
Set Theory, Springer-Verlag, 1971, p. 19.) 

Remark. In the foregoing Lemma bothfand aare unique. 

Theorem 7.32. If Ais a transitive set, if k E A and if (A, E, k) is a model 
of ZF + V = LI< then (3a)[A = Aa ] where Aa is as in Definition 7.24. 

Proof Since Lk = Uaeon Aa and Aa is absolute with respect to A 
for each a E A nOn, A = UaeA()On A a• Furthermore, because A is transitive, 

An On = UaeA a ~ ß. Therefore since A is a model of ZF, ß E Ku and hence 

A = U Aa = Ap• 
aep 

Theorem 7.33. If k o is the transitive closure of k then 

V = LI< --+ (V'a)[ko ::;; Na --+ 2l-1a: = Na+d. 

Proof If V = LI< then k E LI<' Let F be a countable family of Skolem 
functions, with respect to LI<, for all formulas of the language 2'o({k( m. 
If a s;; Na, ko ::;; Na and 

b ~ {a} U Na U ko U {k} 

* I ~ {<x, x> I xe V},f, b ~ {<x,y> eil xeb}. 
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then b is transitive and b = Na. Let A be the c10sure of b under all of the 

functions in F. Tlien A = b = Na and, by Theorem 7.31 

<A, E, k)t=ZF + V = L k • 

From the Lemma there exists a transitive set ao and a functionJfrom A one­
to-one onto ao such that J preserves the E-relation. Since b is a transitive 
subset of A, J is the identity function on b, in particular J(k) = k. Therefore 
<ao, E, k) t= ZF + V = L k • By Theorem 7.32 

(3ß)[ao = Ap]. 

But ao = A = Na. Hence ß ::::; Na i.e., ß < Na+ l' Since a = J(a) EJ"A = aO, 
this proves that (Va s;; Na)(3ß < Na+ 1)(a E Ap ]. Therefore . 

.9'(Na) S;; A l'Ia +1' 

But Al'Ia + 1 = Na+l' Hence .9'(Na) = Na+l' 

Remark. Note that V = Lk can be expressed as a simple sentence 
V = UaeOn A a in the language !l'({k( )}). To prove the preceding theorem 
assuming the axioms of ZF and V = L k we note that in fact we used only 
finitely many axioms C{Jo, ••• , C{Jn' Let Fo be the family of Skolem functions for 
the finitely many subformulas of C{Jo, ••• , C{Jn' Then Fo can be defined in the 
Ianguage of ZF. The proof can then be carried out with F replaced by Fa. 

As a corollary we have V = L -+ GCH and hence the folJowing theorem. 

Theorem 7.34. If there exists a standard transitive model of ZF then 
there exists a standard transitive model of ZF + AC + GCH. 

Remark. For our second application of our general theory we define 
L(A]. 

Definition 7.35. If K is a transitive dass, if F S;; K, if !l' = !l'({K( ), F( )}) 
and if Ba = <Ba, Ka, Fa) are structures for !l' defined recursively by 

L\ 
1. Bo = O. 

2. Ka ~ R(a) n K 1\ Fa = R(a) n F. 
L\ -

3. Ba+ 1 = DJ(Ba) U Ka+l' 

4. Ba ~ U Bp, aEKrr 
pea 

then 

L(K; F] ~ U Ba. 
aeOn. 

Remark. Since K is transitive, Ba is transitive for each a. Then 
<Ba I a E On) satisfies the conditions 1-3 of page 68. Consequently we can 
prove the following 

Theorem 7.36. L(K; F] is a standard transitive model of ZF and 
On S;; LfK; F]. 
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Definition 7.37. l. L[F] ~ L[Ko; F] where Ko is the transitive closure 
of F. 

2. If M is a standard transitive model of ZF, On s M, and F s M then 

M[F] ~ L[M; F]. 

Theorem 7.38. l. L[K; F] and L[F] are definable in 2 0({K( ), F( )}) 
and 2 0({F( )}) respectively. 

2. a EL[a]. 
3. L[K] = U L[K u R(a)]. 

aeDn 

Praa! l. Similar to Theorem 7.10 for a language with constants K ( ) 
and F( ). 

2. If a = rank(a) then a s R(a). Therefore Fa = a and hence 

a E Df(Ba) = Ba + l' 

3. For each y it is easily shown by transfinite induction on a that 
Ba(y) s L[K], where L[K n R(y)] = UaEon Ba(y). Conversely, if a E L[K] 
(3a)[a E Ba]' But for each a there is a y( ~ a) such that Ba S L[K n R(y)]. 
Therefore 

a E U L[K n R(a)]. 
aEOn 

Theorem 7.39. If M is a standard transitive model of ZF in the lan­
guage ~({a( )}) such that 

l. On SM, 
2. aEM, 

then L[a] S M. 

Prao! If 00 is the transitive closure of athen since a E M and M is a 
model of ZF, ao E M and ao is the transitive closure of a in M. Since M is 
transitive a S M and 00 S M. Also since the rank function is absolute with 
respect to standard transitive models of ZF, [R(a) n alM = R(a) n Mn a = 
R(a) n a. 

Then 

(Va E On)[Ka, Fa E M]. 

Clearly Bo E M. If Ba E M then Df(Ba) E M and hence Ba+ 1 E M. Thus by 
transfinite induction 

(Va E On)[Ba E M]. 

Therefore L[a] S M. 

Theorem 7.40. If a has a well ordering in L[a] then L[a] satisfies the AC. 

Proo! The proof is similar to that of Theorem 7.28 and is left to the 
reader. 
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Theorem 7.41. 

1. a s L-+La = L[a). 
2. L[a] 1= V = L[a). 

Prao! 1. If a S L then a S La since L S La. Therefore a E La. Since 
L[a) is the least standard transitive model of ZF that contains a and all the 
ordinals as elements we have L[a) S Lu. 

But, since a E L[a]. 

(Vx E L[a])[x n a E L[a]]. 

Therefore La S L[a]. 

2. The proof is left to the reader. 

Exercises. 1. If M is a standard transitive model of ZF, On S M, and 
a S M then M [a] is the smallest standard transitive model N of ZF in the 
language 2'o({M( ), Ca}) such that (i) M S N and (ii) a E N. 

2. If M is a standard transitive model of ZF, On S M, K S M and 
!f' = !f'o({ M ( ), K ( )}) we define C = < Ca, M "" K",) and M K by recursion: 

i) Co = O. 
ii) M a = Mn R(et), K" = Ca n K. 

iii) Ca+l = D!(CC!) U M"'+l U Ka• 

iv) Ca = U Co, a E Ku. 
O<a 

Then M K = M[K]. 

78 



8. Relative Constructibility and Ramified Languages 

Using a ramified language we shall give another definition of L[K; F] 
adefinition that has many applications since it only uses the concepts of 
ordinal number and transfinite induction. On the other hand, to carry out the 
actual induction steps may become rather complicated in particular cases 
where definitions by simuItaneous recursion are involved. 

The symbols of the ramified language R(K, F) are the following. 

Variables: Xo, Xl> ... , Xn>... nE w (unranked). 
X o", Xl", ... , x n",... nE w, a E On (ranked). 

Predicate constants: E, K( ),F( ). 
Individual constants: !s for each k E K, where K is a given dass. 
Logical symbols: -', 1\, V. 
Abstraction operator: xn ". 

Parentheses: (, ). 

Definition 8.1. Limited formulas and abstraction terms are defined 
simultaneously by the following recursion. 

I. If each of t l , t 2 is either an individual constant, a ranked variable, or an 
abstraction term then 

are limited formulas. 
2. If rp and .j; are limited formulas then -,rp, and rp 1\ .j; are limited 

formulas. 
3. If rp(x") is a limited formula that does not contain X" as abound 

variable then (Vx")rp(x") is a limited formula. 
4. If rp(x") is a limited formula satisfying the following, 

a. rp(x") contains no free variables other than x", 
b. if!s is an individual constant occurring in rp(x") then rank (k) < a, 

c. if an abstraction term xß.j;(xß) occurs in rp(x") then ß < a, 

d. if a quantifier Vyß occurs in rp(x") then ß ~ a, 

then x"rp(x") is an abstraction term. 

5. A formula is a limited formula iff its being so is deducible from 1-4. An 
expression is an abstraction term, iff its being so is deducible from 1-4. 
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Remark. The requirements for rp in 4 are chosen to ass ure that sets are 
built up in a predicative way (disregarding the constants k E K) i.e., if a set 
b is determined by rp(x"), (I) rp should not contain any free variables other 
than xa, (2) any individual constant occurring in rp should be of rank less than 
a, (3) any set occurring in rp as a constant should already be defined at a 
previous level, and finally (4) rp should contain no quantification over levels 
to which it itself belongs. One might also think of x a as ranging over 
Ba (Definition 7.35) therefore x"'rp(xa) should be an element of Ba+l = 

Df(Ba) U Ka + 1 which provides another motivation for the conditions in 4. 

Definition 8.2. A constant term is either an individual constant or an 
abstraction term. We define the rank p ofa constant term: 

p(!s) ~ rank (k) k E K. 
p(xarp(xa» ~ a. 

Ta ~ {t I t is a constant term and pet) < a}. 

T~ U Ta· 
aEOn 

Definition 8.3. Unlimited formulas of R(K, F) (or simply formulas of 
R(K, F» are defined as folIows. 

1. If each of 11 and ' 2 is a constant term or a variable, then K(ll), F(tl), and 
t l E t2 are unlimited formulas. 

2. If rp and tP are unlimited formulas, then -,rp and rp 1\ tP are unlimited 
formulas. 

3. If rp(x) is an unlimited formula in which x is a variable, ranked or un­
ranked, that does not occur as abound variable in rp, then (\lx)rp(x) is an 
unlimited formula. 

4. A formula is unIimited iffits being so is deducible from 1-3. 

Remark. For induction on limited formulas we need the following 
notions: 

Definition 8.4. Let rp be a limited sentence and t1> t2 be constant terms. 

1. The grade g of a constant term t or of a quantified ranked variable 
\lxa is defined by 

g(t) = 2p(t) + 2 
g(\lxa) = 2a + l. 

2. Ord l (rp) is the maximum of g(t) and g(\lxa) for all t and \Ix" that occur 
in rp. 

3. Ord2 (rp) = 0 if rp has no subformulas of the form t l E t 2 where g(t) = 
Ord1 (rp) and ·no subformula K(t) nor subformula F(t) where t is a constant 
term and g(t) = Ord1 (rp). 

Ord2 (rp) = 1 otherwise. 
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4. Ord3 (If) is the length of<p i.e., the number of logical symbols in <p 
where atomic formulas t1 E t2 , K(t), F(t) are assigned length l. 

5. Ord (<p) = w2 ·Ord1 (<p) + w·Ord2 (<p) + Ord3 (<p). 

Remark. Note that Ord2 (<p) and Ord3 (<p) are natural numbers. Proof by 
induction on Ord (<p) is illustrated by the following in which P( ) stands for 
K( ) or F( ). 

Theorem 8.5. If t is a term in <p such that Ord1 (<p) = g(t) then t does not 
occur in any other abstraction term of <po 

Proof If t1 = xaljJ(xa) is an abstraction term such that I occurs in t1 and 
11 occurs in <p, then I occurs in ljJ(xa ). Hence by Definition 8.4, 

g(11 ) = 2a + 2 :::; Ord1 (<p). 

If I = !s for some k E K then rank (k) = p(k) < ~. 
If I = yßIjJ(yß) with ß < athen g(/) < 2a + 1 < Ord1 (<p). 

So if I occurs in an abstraction term of<p then Ord 1(<p) > g(/). 

Remark. Thus any term of maximal grade occurring in <p cannot occur 
within another term of <po We shall use this result frequently in proofs to 
follow. 

Theorem 8.6. I ETa -+ Ord (<p(t)) < Ord «Vxa)<p(xa)). 

Proof If I E Ta then p(/) < a. Hence 

g(t) < 2a + 1 = g(Vxa). 

Therefore 

We then need only consider the case 

Clearly, 

Ord3 (gl{I)) < Ord3 «Vx")<p(x")). 

If Ord2 (<p(t)) = 0 then Ord2 (<p(t)) :::; Ord2 «Vx")<p(xa)) and hence 
Ord (<p) < Ord «Vx")<p(x")). 

If Ord2 (<p(t)) = 1 then for some t1, t2 

11 E t2 or P(t1) occurs in <pet) and g(t1) = ao. 

Since g(t) < g(Vx") t does not have maximal grade. Therefore t1 is not t and 
t1 does not occur in I. Therefore 11 E t2 or t1 EX" or P(t1) occurs in (Vx")<p(xa ). 

Since Ord1 «Vx")<p(x")) = Ord1 (<p(t)) we have 

Ord2 «Vx")<p(x")) = 1 

hence 
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Definition 8.7. 

11 ~ 12 ':',. (VXß)[Xß E 11 ~ Xß E t2 ], ß = max (p(t1), p(t2)). 

Remark. t1 ~ 12 is defined by a limited formula whereas 11 = t2 is an 
unlimited formula. 

Theorem 8.8. 11 E Ta ~ Ord (t ~ (1) < Ord (I E xa<p(xa)). 

Proof If 11 E Ta we obtain, as in the proof of Theorem 8.6 

Ord1 (t ~ (1) ~ Ord1 (t E xa<p(xa)). 

Again we need only consider the ca se 

ao ~ Ord1 (t ~ t1) = Ord l (t E xa<p(xa)). 

Then ao = max (g(t), g(xa<p(xa)) = max (g(t), g(/l)) = g(t), since 11 E Ta ~ 
p(tl ) < g(xa<p(xa)). Therefore Ord l (I E ,ya<p(xa)) = g(t) and hence 

Ord2 (I E xa<p(xa)) = 1. 

On the other hand since ao = Ord l (t ~ (1) = g(t) andg(t)0;6 g(Vxß ) = 2ß + 1 
where ß = max (p(t), p(t1)), 

Therefore 

Ord (t ~ t1) < Ord (t E xa<p(xa)). 

Theorem 8.9. tE Ta ~ Ord (<p(t)) < Ord (I E "ia<p(xa)). 

Proof If t ETa then p(t) < a. Therefore since .ya<p(x") is an abstraction 
term and hence <p must satisfy 4 of Definition 8.1, 

Hence 

and 

Ord (<p(t)) < Ord (I E x"<p(x")). 

Theorem 8.10. 

rank (k1 ) < rank (k2 ) ~ Ord (t ~ Isl) < Ord (I E 1s2)' 

Proof If rank (k 1) < rank (k2 ) then 

Ordl (t ~ 1s1) = max (g(t), g(lsl)) :5 max (g(t), g(1s2)) = Ord 1 (1 ~ 1s2)' 

Ir 
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then ao = g(t) since rank (k l ) < rank (k 2 ). Therefore 

Ord 2 (l E /s2) = I. 

But 

Hence 

Ord (t c:: /sI) < Ord (t E /s2). 

Theorem 8.11. rank (k) :s; pet) -+ Ord (t c:: /s) < Ord (P(t)). 

Proo! Ord l (PU)) = gel) = Ord 1 (t c:: /s), since rank (k) :s; pet). 

Ord2 (P(t)) = 1 

But 

Ord2 (t c:: /s) = 0. 

Hence 

Ord (t c:: /s) < Ord (PU)). 

Definition 8.12. If t is a term then 

Ord l (l) ~ g(t), Ord2 (t) ~ 0, Ord3 (l) ~ 0, 

Theorem 8.13. 

1. Ord (t) < Ord (P(t)) 
2. max (Ord (tl), Ord (t2)) < Ord (tl E t2). 

Remark. The preceding theorems provide a basis for the definition of a 
denotation operator D defined on terms and dosed limited formulas. The 
definition is by recursion on Ord (l) and Ord (<p). 

Definition 8.14 

1. D(/s) ~ k, k E K. 

2. D(.ya<p(xIX )) ~ {D(t) I tE Ta 1\ D(<p(t))}. 

3. D( -,<p) 1.>- -, D(<p). 

4. D(<p 1\ lj;) ""~>- D(<p) 1\ D(lj;). 

5. D«'ixa)<p(xa)) 1.>- ('il E Ta)D(<p(t)). 
t!. 6. D(t l E t 2 ) +->- D(t l ) E D(t2), t l , t2 E T 

D(K(t)) ~ D(t) E K, tE T 

D(F(t)) 1.>- D(t) E F, tE T. 

Remark. More exactly D should be defined on r<pl and D restricted to 
dosed limited formulas r <pl should be regarded as a function onto 2. It should 
be noted that this recursive definition is permissible since Ta and the dass of 
c10sed limited formulas <p such that Ord (<p) < a are sets. 
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Theorem 8.15. Dis definable in !Ro(K( ), F( ». 
Definition 3.16. D can be extended to an operator [j defined for all 

c10sed unlimited formulas of R(K, F) by adding 

[j«V x )ep( x)) ~> (V f E T) [je ep(t)). 

Remark. Since T is a proper dass, [j is no longer definable in the lan­
guage !Ro(K( ), F( », simultaneously for all unlimited formulas. As in the ca se 
of truth definitions [jeep) is definable in !Ro(K( ), F( )) for any particular 
formula ep or indeed for any set of formulas ep with less than n quantifiers, n a 
fixed natural number. 

Finally we relate the method of this section with the concepts introduced 
in §7 by proving the following theorem. 

Theorem 8.17. L[K; F] = {D(t) I tE T} where F s Kand Kis transitive. 

Remark. For the proof we need the following. 

Definition 8.18. A limited formula ep is ofrank ~ a iffevery quantifier in 
ep is of the form Vxß, for some ß ~ a, and every constant term occurring in ep 

is an element of Ta. We now define an operator Da for cIosed limited for­
mulas of rank ~ a: 

1. Da(t! E t2) ~> D(t!) E D(t2). 

2. DaCK(t» ~> D(t) E K. 

3. DaCF(t» ~> D(t) E F. 

4. DaC(Vxa)ep(xa» ~ (Vx E Ta)Da(ep(x». 

5. DaCep A ~) .... ~'" Da(ep) A DaC~). 
d 

6. DaC ,ep) -<--> ,Diep). 

7. Di(VxY)ep(xY)) }.". (Vx E B~)DaCep(x», y < a, B~ = {D(t) I tE Ty}. 

Remark. Then Ra S B~ and a < ß -+ B~ E B~ since D(xa(xa ~ x a» = B~. 

Set B~ ~ <B~, Ra, Fa)' 
We then prove by induction on a that 

i) Ba = B~ and 
ii) D(ep) H Ba 1= DaCep) for ep of rank ~ a. 

We need only consider the case a ~ Ku. If i) holds for a ~ ß and tE Tß then 

D(K(t» H D(t) E K 
--- D(t) E K n B~ 
+-> D(t) E Rß (by i) for a = ß) 
--- Bp 1= K(D(t» 

Similarly, we can prove 

D(F(t» --- Bp 1= F(D(t». 

84 



We next prove ii) for a = ß by induction on Ord3 (11'). Since all other cases 
are trivial or obtained from i) we need only prove 

a. D«'<Ix/J)IP(xß» -<-> Bß 1= Di('<Ixß)IP(xß») und 
b. D«'<IxY)IP(xY» +-> Bß 1= DP«'<IxY)IP(xY», y < ß 

assuming ii) holds for alllP(t) with tE Tß• 

D«'<Ixß)IP(xß» +-> ('<It E Tß)D(IP(t» 
_ ... ('<It E Tß)[Bß 1= Dirp(D(t»))] (by the induction hypothesis) 
+-> ('<la E B~)[Bß 1= Dirp(a»] 
-<-> ('<la E Bß)[Bß 1= Dirp(a»] 
-<-+ Bß 1= DP«'<Ixß)IP(xß» 

bis proved similarly. We now show that Bß + 1 = B~+1 

D(xßIP(x/J» = {D(t) I tE Tß 1\ D(IP(t»} 
= {D(t) I tE Tß 1\ Bß 1= DilP(D(t»)} 
= {a E Bß I Bß 1= DilP(a»}. 

Thus if t = XYIP(XY) for some y ~ ß, then 

Furthermore 

D(t) E Bß+ 1 -<-> D(t) E Df(Bß). 

k = D(k) E B~+l ++ rank (k) ~ ß 1\ k E K 
.. -> k E K 1\ R(ß + I) 
+-> k E Kß+l' 

Remark. The ramified language and the operator D are very useful in 
the sense that the definition of D is carried out by using K, Fand transfinite 
recursion i.e., without using any knowledge about V other than the theory of 
ordinal numbets. Therefore if On s; V' s; V and V' is a standard transitive 
model of ZF and F s; K s; V' (where K is transitive) then 

L[K; F]v' = L[K; F]. 

If M is a standard transitive model of ZF, which is a set, and ao is the first 
ordinal not in M i.e., ao = (On)JYr = On () M (aa is called the order type of 
M), if M is another standard transitive model of ZF such that ao S; M S; M 
and F S; M where F is a c\ass in M i.e., ('<Ix E M)[x () FE M] then in M, 
M is a proper c\ass containing all the ordinals of M. Therefore we can con­
struct L[M; F] in M and we define this to be M[F]. Without knowing M, 
the construction of M[F] can be done using a ramified language where all 
the ordinals a in x", T" etc. range over ao instead of the whole of On. This 
construction is independent of the choice of M Le., if MI, M 2 are two stan­
dard transitive models of ZF with order type ao, if M S; Mb M S; M2 • F S; M 
and F is a dass in MI and M z, then L[M; F] in MI and L[M, F] in M 2 are 
the same. Note that we may have MI rJ M2 and M2 rJ MI' 

85 



Even if there is no such NI we can construct M[F] by using ramified 
language. However in this case M[F] need not be a model of ZF, since we 
have the foIlowing counter example. 

Let M be a countable standard transitive model of ZF, F s; M a weIl 
ordering of w whose order type is OnM • A standard transitive model NI with 
the properties described above exists iff M[F] is a standard transitive model of 
ZF, but M[F] cannot be a model of ZF(since the order-type of M[F] is OnM ). 
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9. Boolean-Valued Relative Constructibility 

In this section we will generalize the theory of relative constructibility to 
Boolean-valued structures for Boolean algebras B that are sets. Here .Po will 
denote the language of the first-order predicate calculus with predicate 
constants = and E. In addition .P is a first order language that is an extension 
of .Po. In most applications 2 will have only finitely many constants but it 
may have infinitely many. M and M' will be two B-valued structures for the 
language.P. Recall that M and M' must each satisfy the Axioms of Equality 
of Definition 6.5. Also, whenever we consider [cpl\f we assume that the under­
lying Boolean algebra is M-complete where M = IMI i.e., M is the universe 
ofM. 

With these conventions we proceed with the task of defining Boolean­
valued relative constructibility. 

Definition 9.1. M is a B-valued substructure of M' iff 

1. M.,; M', 
2. For each n-ary predicate symbol R of .P, including = and E, 

3. C:\l = cM ' for each individual constant c of .P. 

Remark. Most of the conditions 1-3 of page 68 can be easily general­
ized to the B-valued case. It is, however, more diflicult to find an adequate 
condition corresponding to the requirement that Ma be transitive. 

Definition 9.2. If M is a B-valued structure for .P and M' .,; M, then 
an element b E M is defined over M' iff 

Remark. Thus, in order to calculate the value of [x E b], if b is defined 
over M', we need only know the values [x' E b] for x' E M'. 

We now wish to formulate conditions analogous to 1-3 of page 68. Let 
<Ma I a; E On) be a sequence of B-valued structures for the language.P such 
that M a is a nonempty set except for Mo, 

1. M a is a B-valued substructure of Mn, for a; < ß, 
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and 

2. M" = U MB,CI. E Ku. 
ß<" 

Then M ~ Uaeon Ma . 

Again we can define M such that IMI = M, M is a B-valued structure and 
M" is a B-valued substructure of M for all CI.. M is uniquely determined by 
these conditions. [rpD stands for [rpD;\(. Furthermore we require the following 
conditions. 

3. M" satisfies the Axiom of Extensionality. 
4. For each bE lrfa+ l' b is defined over M a • 

5. For each formula rp of 2'0 

Condition 4 replaces the requirement that Ma be transitive for all CI. in 
the 2-valued case. Note that 5 is just the condition 3 of page 68 i.e., 

P{(Ma) s; Ma+l for B = 2. 

Since M" is a B-valued substructure of M 

(Val' ... , an E M,,)[[rp(a l , ... , an)];\!" = [rp(a b . .. , anm 

if rp contains no quantifiers. 
The following three theorems are proved just as in the case B = 2. 

Theorem 9.3. If A is a B-valued structure for 2 and CA E A for every 
individual constant C of 2, then there exists a unique B-valued substructure 
C of A such that ICI = A. 

Theorem 9.4. If Ais a B-valued structure for 2 and lAI is a set, then there 
existsa formula (I> of 2'0 such that for all closed formulas rp of 2(C(A» 

[rp]A = b ++ (D(A, B, rrpl, b). 

Theorem 9.5. If Ais a B-valued structure for 2 where A = lAI may be a 
proper class then for each formula rp of 2'0 there exists a formula if1 of 2'0 such 
that 

(Val' ... , an E A)[[rp(al' ... , an)]A = b -0- if1(A, B, ab ... , an, b)]. 

Theorem 9.6. (Va E Ma)[[(:lx E a)rp(x)TI = LXEM~ [x E aD [rp(x)ll]. 

Proof. If a E M" then a E M"+l and hence a is defined over M". 

[(:lx E a)rp(x)] = 2: [x E aD [rp(x}D 
xeM 

= 2: 2: [x = x'] [x' E aD [rp(x)] 
xeM x'eMIX 

(Since a is defined over M,,) 
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::; L 2: [x = x'] [x' E a] [cp(X')] (Axiom of Equality) 
xel'd x'eMa, 

::; 2: [x' E a] [cp(x')] 
x'eMa, 

::; 2: [x E a] [cp(x)] 
XEM 

= [(3x E a)cp(x)]. 

Theorem 9.7. (Va E Ma)[[(Vx E a)cp(x)] = DXEM" ([x E a] => [cp(x)])]. 

Remark. Theorem 9.7 folIo ws from duality. The preceding results 
enable us to cope with bounded quantifiers. As an applicatioll we have the 
following. 

Theorem 9.8. M satisfies the Axiom of Extensionality i.e., 

(Va, b E M)[[(Vx)[x E a +->- x E b] --+ a = b] = 1]. 

Proof If a, b E M then (3a)[a E M a /\ bE M a]. Then from Theorem 9.7 

[(Vx)[xEa+->-xEb]] = fI [xEa*+xEb] 
xeMa; 

= fI [x E a +->- x E b]:\lex 
xeMa 

::; [a = b]:\lex 

= [a = b]. 
(by 3 above) 

Theorem 9.9. M satisfies the Axiom of Unions Le., 

(Va E M)[(3b)(Vx)[x E b -(-> (3y E a)[x E y]] = 1. 

Proof [f a E M a then 3b E M a +1 such that 

(Vx' E Ma)[[(3y E a)[x' E Y]]:Ua = [x' E b]]. 

Since bis defined over Ma, 

[x E b] = 2: [x = x'] [(3y E a)[x' E Y]]:\l a 
x'EMa 

= 2: [x = x'] 2: [y E a] [x' E y] 
x'eMa yeMa 

= 2: [y E a] 2: [x = x'] [x' E y] 
yeMa; x'eMa 

= 2: [y E a] [x E y] (Since y is defined over M a) 
yeMa; 

= [(3y E a)[x E y]] (by Theorem 9.6). 

Remark. The Axiom of Pairing is established similarly. 

Theorem 9.10. M satisfies the Axiom of Regularity i.e., 

(Va E M)[[3x E a --+ (3x E a)(Vy E x)[y tt a]] = 1]. 

Proof If a E M we wish to show that 

[3x E a] ::; [(3x E a)[a n x = 0]]. 
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Ifnot then (3xo E M)[[xo E a] i [(3x E a)[a n x = 0]]]. If 

a = fL,(3xo E My)[[xo E a] i [(3x E a)[a n x = 0]]]), 

then 3xo E Mo: such that 

[xo E a] i [(3x E a)[a n x = 0]]. 

Since Mo = 0, (3ao)[a = ao + 1]. Then 

[xo n a #0] = [(3y E xo)[Y E a]] 

= L [y E xo] [y E a] 

Then 

Hence 

YEM 

= L L [y = y'Hy' E xo][Y E a] 
YEi'W Y'EM ao 

~ L L [y = y'] [y' E xo] [y' E a] 
yeM Y'EM rzQ 

~ L L [y = y'] [y' E xo] [(3x E a)[a n x = 0]] 
YEM 'JJ'EMao 

~ L [y E xo] [(3x E a)[a n x = 0]]. 
YEM 

[Xo n a # 0] ~ [(3x E a)[a n x = Olll. 

1 = [xo n a = 0] + [(3x E a)[a n x = 0]] 
[Xo E a] ~ [Xo E a] [Xo n a = 0] + [(3x E a)[a n x = O]ll 

~ [(3x E a)[a n x = 0]] + [(3x E aHa n x = 0]] 
= [(3x E a)[a n x = 0]]. 

This contradicts the choice of xo. 

Theorem 9.11. M satisfies the Axiom of Infinity. 

Prao! Left to the reader. 

Remark. We now turn to the proof of the Axiom of Separation. 

Theorem 9.12. The function F: On -3>- B defined by 

F(ß) = L [tp(a)] 
aEMp 

is nondecreasing, with respect to the Boolean relation ~ of B, and it is con­
tinuous. 

Proo! Obvious. 

Theorem 9.13. If F: On -3>- B is nondecreasing, then 

(3ß)(Va ~ ß)[F(a) = F(ß)] 

i.e., F is eventually constant. 
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Proof. If g(b) = fLib ::; F(ß», bEB then g: B --+ On. Since B is a set, 
(3ß)[ß = sup g"B]. Then (Va ~ ß)[F(a) = F(ß)]. 

Theorem 9.14. (3ß)[[(3y)cp(y)] = 2aeMp [cp(a)]]. 

Proof. Theorems 9.12 and 9.13. 

Corollary 9.15. 

(Va)(3ß)(Val' ... , an E Ma)[[(3y )cp(al , ... , an> y)] = 2: [cp(al , ... , an, a)].·\. 
" aeMp 

Theorem 9.16. For each formula cp of ff' there exists a semi-normal 
function F such that 

(Va)(Vß)[ß = F(a) --+ (Val' ... , an E Ma)l [(3y)cp(al , ... , an, y)] 

= 2: [cp(al"'" an> a)]J]. 
aeMp 

Proof. If 

F(a) ~ fLy( y ~ a 1\ (Val>' .. , an E M a)[ [(3y)cp(al> ... , an, y)] 

= 2: [cp(al>"" an> a)]"\), 
aeMy 

the result then follows from Corollary 9.15. 

Corollary 9.17. For each formula cp of ff' there exists a semi-normal 
function F such that 

(Vß)[ß = F(ß) --+ (Val' ... , an E Mo)[ [(3y)cp(al' ... , an> y)] 

= 2: [cp(al>"" an, a)]ll· 
aeMp .. 

Theorem 9.18. For each formula cp of ff' there exist finitely many semi­
normal functions Fb ... , Fm such that 

(Vß)[ß = FI(ß) = ... = Fm(ß) --+ (Val' ... , an E MO)[[cp(ab ... , an)] 
= [cp(al> ... , an)h,p]]' 

Proof. Left to the reader. 

Theorem 9.19. M satisfies the Axiom of Separation i.e., 

(Val' ... , an> a E M)[[(3b)(Vx)[x E b +->- X E a 1\ cp(X, al' ... , an)] = 1]. 

Proof. If a, al> ... , an E M then there is an a such that 

Ca, al' ... , an E Ma] 1\ (Vx' E Ma)[[x' E a /\ cp(x', al , ... , an)] 
= [x' E a 1\ cp(x', al' ... , an)]MJ. 

Therefore 3b E M a + l such that 

(Vx' E Ma)[[x' E b] = [x' E a 1\ cp(x', aI> ... , an)])la ]' 
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Then 

[x E b] = 2: [x = x'][x' E b] 
x'eMa 

= 2: [x = x'] [x' E aUp(x', ab ... , an)]'l a ' 

x'EMa 

= 2: [x = x'] [x' E a] [ql(x', al, ... , an)] 
x'eMa 

:::; 2: [x = x'] [x E a] [<p(x, a l , ... , an)] 
x'EMa 

:::; 2: [x E a] [<p(X, ab ... , an)] 
x'eMa 

= [x E a] [<p(x, al, ... , an)] 

= 2: [x = x'] [x' E a] [<p(x, a l , ..• , an)] 
x'eMa 

:::; 2: [x = x'] [x' E a] [<p(X', ab ... , an)TI. 
x'E~la 

Then [x E b] = [x E a] [<p(x, al , ... , an)]. 

Remark. The problem in the proof of the Axiom of Powers is to find a 
kind of bound for all b such that b s:; a. 

Theorem 9.20. If a E M a+ land [(Vx)[x E b 0(-> X E a 1\ <p(x, a l , ... , an)]] 
= 1 then b is defined over M a , i.e., every definable B-valued subset of 
a E M a +1 is defined over M a. 

Proof U nder the hypo thesis of the proposition 

[e E b] = [e E a] [<p(e, a l , ..• , an)] 

= 2: [e = e'] [e' E a] [<p(e, al, ... , an)] 
c'eMa 

= 2: [e = e'He' E a][<p(e', ab ... , an)] 
C'eMo: 

= 2: [e = e'He' E b] 
c'eMa 

i.e., b is defined over M a. 

Theorem 9.21. If bl , b2 E Mare defined over M a then 

(Vx' E Ma)[[x' E bl ] = [x' E b2]] --»- [b l = b2] = 1. 

Proof 

[x E bl ] = 2: [x = x'] [x' E bl ] 
x'eMa 

= 2: [x = x'] [x' E b2 ] 

x'EMa 

= [x E b2 ]. 

Thus [bI = b2 ] = 1 by the Axiom of Extensionality. 
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Theorem 9.22. 

(Va)(3ß)('va E M)[a is defined over Mo: -,'>- (3h E Mß)[[a = b] = 1]]. 

Proo! BM" is a set. For SE BM" we define 

fes) ~ fLi(3a E Mß)[a is defined over M a /\ S = {(x, [x E an) I XE M a}]) 

= 0 if there is no such ß. 

Then 

(3ß)[ß ~ sup fes)]. 
seBMa 

If a is defined over Mo: and 

s = {(x, [x E an) I XE M a} 

then s E BM " and hence 

(3b E M/(s»)[s = {(x, [x E b]) I XE M a}] 

where b is defined over M a. Then [a = b] = 1 and b E M ß• 

Theorem 9.23. (Va)(3b E M)(Va E Ma)[[a E b] = 1]. 

Remark. In case B = 2 Theorem 9.23 means that Mo: is contained in 
some bE M. 

Theorem 9.24. M satisfies the Axiom of Powers i.e., 

(Va E M)[[(3x)[x = .9'(a)]] = 1]. 

Proo! If a E M then (30:)[a E M a]. By Theorem 9.22 

(3ß)(Vb)[b is defined over M a -,'>- (3b' E Mß)[[b = b'] = 1]]. 

By Theorem 9.23 

(3c)(Vb' E Mß)[[b' E c] = 1]. 

It is then sufficient to prove 9'(a) S; c, i.e., 

("Ix E M)[[x S; a] ::;; [x E c]]. 

By the proof of the Axiom of Seraration 

(3b E M)[[(Vy)[y E b +-> Y E X ny E aH = [b = x n a] = 1]. 

Then b is defined over Atla• Hence 

(3b' E Mß)[[b = b'] = 1]. 
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Therefore 

[x <;; a] = [x <;; a] [b = x n a] 
:;; [x = b] 
= [x = b'] 
= [x = b'][b' E c] 
:;; [x E c]. 

Theorem 9.25. M satisfies the Axiom Schema of Replacement. 

Proo! We take the Axiom of Replacement in the following form: 

(3b)(Vx E a)(3y E b)[(3y')<p(x, y') --+ rp(x, y)]. 

We wish to prove 

(Va E M)[[(3b)(Vx E a)(3y E b)<p'(x, y)] = 1], 

where we abbreviate (3y')<p(x, y') --+ rp(x, y) by rp'(x, y). First we note that 

(Vx E M)[[(3y)<p'(x, y)] = 1] 

If a E M then (3a)[a E M a ] and since 2yeM [rp'(x, y)] = 1. 

(3ß)(Vx E Ma)L~ß [rp'(x, y)] = 1], 
by Corollary 9.15. Then, for this ß 

(3b)(Vy E Mp)[[Y E b] = 1], 

by Theorem 9.23. Hence 

L [y E b] [rp'(x, y)]?: L [y E b] [<p'(x, y)] 
yeM yeMp 

= L [<p'(x, y)]. 
yeMp 

Therefore 

(Vx E Ma)L~ [y E b 1\ rp'(x, y)] = 11 
and hence 

(Vx E M a)[[(3y E b)<p'(x, y)] = 1]. 

Since a is defined over M a we have for x E ]vI 

[x E a] = L [x = x'] [x' E a] 
x'eMa 

:;; L [x = x'] [(3y E b)<p'(x', y)] 
x'eMa 

:;; L [(3y E b)<p'(x, y)] 
x'eMa 

= [(3y E b)<p'(x, y)]. 
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Therefore 

[x E a] :::; [(3y E b)cp'(x, y)] 

hence 
[('ix E a)(3y E b)cp'(x, y)] = 1. 

Remark. We have now proved the following. 

Theorem 9.26. Ifthe sequence <Ma I cx E On) ofB-valued structures for!l', 
satisfies the conditions 1-5 of page 87-88 and M = UaEon M a then M is a 
B-valued model of ZF. 

Remark. As an application of the method developed in this section we 
shall define V[F] by using a ramified language. In §7 L[K] was introduced as 
the class of all sets that are constructible from K. The class K can be identified 
with its characteristic function F: K ~ 2. However we now consider a 
Boolean-valued set i.e., a function F: K ~ IBI and regard the class of sets 
constructible from Kin the B-valued sense. If we think of Vas the class of 
2-valued sets V[F] becomes an extension of V containing new sets. 

Assume K E V'/o: K ~ Band .P is the language .Po( C( V) u {V( ), F( )}) 
therefore we have individual constants ls for each k E V. 

Definition 9.27. A sequence <Ta I CX E On), where 

Ta = <Ta, ;;;;, E, Va, Fa), 

of B-valued structures for the language .P is defined as folIows: 
Ta is the set of constant terms t with rank pet) < cx (Definition 8.2). [cpha 

for a limited formula cp of rank:::; cx is defined by recursion on Ord (cp) as 
follows. 

1. [V(t)ha ~ 2: [t = ls]Ta 
kER(a) 

2. [F(t)ha ~ 2: [t = lshJo(k) 
kER(a)nK 

3. [lsl E ls2ha ~ 1 if k l E k 2 P(lsl)' P(ls2) < cx 

~ 0 if k l rt= k 2 • 

4. [t E lsha ~ 2: [t = ls/]T« 1 ETa, t not an individual constant. 
k'Ek 

5. [I E xßcp(xß)ha ~ 2: [t = 1']TJCP(t')ha tE Ta, ß < cx. 
t'ETp 

6. [tl = 12h a ~ n [t E tl ++ tE 12h a , t1> 12 ETa, ß = max (p(tl ), p(t2)). 
tETß 

8. [('ixß)cp(xß)ha ~ n [CP(t)]Ta ß :::; cx. 
tETp 
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We extend the definition of ['1'ha to unlimited formulas by adding 

9. [(Vx)'1'(x)ha ~ TI ['1'(t)ha • 

teTa 

Remark. There is a slight difference in our approach compared with §8 
since = is now a predicate constant of 2"0 whereas previously we defined ~. 
However, the definition of c::: corresponds to 6 above. Theorems of §8 show 
that in 1-8 Ord ('1') is always reduced to lower values so that the definition is 
recursive. 

We must now prove that the sequence <Ta I a E On) has the desired 
properties. 

Theorem 9.28. Vti> t2 ETa. 

1. [tl = tlha = 1. 
2. [tl = t2h a = [t2 = tl]Ta ' 

Proof Obvious from Definition 9.27. 

Theorem 9.29. VkI> k 2 E R(a). 

k l = k 2 ~ [kl = k 2h a = 1 
k l =f. k 2 ~ [k l = k 2 ]Ta = O. 

Proof If k l =f. k 2 and ß ~ max (p(k l ), p(k2 )) then by symmetry we can 
assurne (3k)[k E k l /\ k 1= k 2]. 

Then p(k) < ß, and 

[!sI = !s2ha = TI [t E!sl --- t E !s2ha 
tETp 

::; [!s E !sI H!s E !s2ha = O. 

Then k, for k E V, can be treated as a 2-valued set and Definition 9.27.4 holds 
for t = k l , too. 

Lemma. Vt,!s ETa. 

1. pet) ::; p(!s) ~ [!s E tha = o. 
2. pet) < p(!s) ~ [!s = tha = o. 
Proof We prove 1 and 2 simultaneously by induction. 
If pet) ::; p(!s) and t = xß'1'(xß), then since pet') < pet) ::; p(!s) 

[!sEtha = 2: [!s = t']['1'(t'] = O. 
t'ETß 

If p(t) < p(k) then since 3k l E k, p(t) ::; P(!sl) < p(!s) 

[t = !s]Ta ::; TI [!sI E t] = O. 
klEk 

Theorem 9.30. VtI> t2 , t 3 ETa. 

1. [tl = t2hJt2 = t3 ]Ta ::; [tl = t3 ]Ta ' 

Proof Let ai = p(ti), i = 1,2, 3, and let ßI = max (al> (2), ß2 = 
max (a2' (3), and ß3 = max (a3' al)' Writing [ ] for [ h a we proceed by 
induction on p(t3) = a3' 
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Case 1. /33 ~ ßl 1\ ß3 ~ ß2. Obvious from Definition 9.27.6. 
Case 2. ßl < ß3 V ß2 < ß3. From Theorem 9.28, 1 is equivalent to: 

2. [t3 = 12 ] [t2 = tl ] ~ [t3 = tl]. 

Consequently, if 1 is proved for (Xl ~ (X3 then 1 also holds for (X3 ~ (Xl. 

Therefore we may assume (Xl ~ (X3 and hence ß2 1: ß3. Thus we need only 
consider ßl < ß3· Then ßl = max «(Xb (X2) < ß2 = ß3 = (X3· 

First of all we assume that t i is defined over Ta for i = 1,2,3. (That this 
is really the case will be shown a little later.) 

Let b = [11 = 12 ] [/2 = 13]. Then for t E Ta3 = Tß3 

b[t E tl ] = b 2: [t = I'][t' E t l ] 
t'ET«! 

(since t l is defined over Ta) 

= [t2 = t 3 TI 2: [tl = t2] [t = t'] [t' E tl ] 
t'ETat 

= [t2 = (3] 2: TI [SEtl +*SEt2][t = 1'][/' EIl] 
t'ETa SETPI 

~ 2: [/2 = 13][t' E t2 ][t = t'], 
t'ET «1 

(since we can take s = t') 

~ 2: [t' E f 3][t = t'] 
t'eTa1 

(by the same technique as above) 

~ 2: [t = t'][t' E 13] 

t'ETa3 

(since t 3 is defined over T(3 ). 

Therefore b ~ [t E tl --i>- t E t3] for tE Tß3 • On the other hand for tE Tß3 

b[t E t3] = [tl = t2] 2: [t2 = t3] [t = t'] [t' E t3] 
t'ETa3 

~ [tl = 12] 2: [t' E 12][1 = I'] 
t'ETa3 

(by the same technique as above) 

= 2: [t = t'] 2: [tl = t2][t' = t"][t" Et2] 
t'ETa3 t"ETa2 

~ 2: [t = t'] 2: [t' = t"][t" E t l ] 

t'ET a3 t"ET a2 

(by the same technique as above) 

~ 2: [t = t"][/" E t l ] 

t"ETa2 

(by our induction hypothesis, since p(1 ") < p(t3») 
= 2: [t = t"] 2: [t" = t'][t' E tl ] 

t"ETa2 l'ETat 

~. 2: [t=t'][/'Etl] 
t'ETat 

(by the induction hypothesis, since p(t') < p(t3» 
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Therefore b ::::; [I E 11 -<-)- I E la] for all I E Tp3• 

We next wish to show that if ßl < ß3 then li is defined over Ta. We first 
prove that if p(!s) ::::; p(t3) then k is defined over Tp(~). 

[I E k] = L [t = k'UIs' E k] 
k'ek 

::::; L [t = t'Ht' E!s] 
t'eTp(~) 

L [I = t'] L [t' = k'] 
t'eTp(~) k'Ek 

::::; L L [t = Is'] (by the induction hypothesis) 
t'eT p(~) k'ek 

L [t = k'] = [t E k]. 
k'ek 

i.e., [t Ek] = 2t'ETp (kl [t = I'][t' Ek]. 

Next we show thät if t = xßcp(xß) for some ß ::::; (X3 then t is defined over 
Tp • 

[ta E t] = L [ta = t'][cp(t')] 
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t'eTp 

::::; L [ta = t'] L [ta = t"Hcp(t")] 
t'eTp t"eTp 

::::; L [10 = t'] L [t' = t"] [cp(t")], (by the induction hypothesis) 
t'ETo t"ETp 

= L [ta = t'Ht' = t] 
t'ETp 

::::; L [ta = t'] L [t' = t"Hcp(t")] 
t'eTp t"eTp 

::::; L [ta = t"] [cp(t ")], (by the induction hypothesis) 
t"ETp 

= [ta E tU. 

Remark. We have also proved that if t ETa, then t is defined over Tp(t). 
The same argument can be used to prove the following result. 

Theorem 9.31. If t E Ta then t is defined over Ta. 

Remark. We now return to the remaining Axioms of Equality. 

Theorem 9.32. Vt1 , t2 , t3 E Ta 

1. [tl = t 2hJt2 E t3h a ::::; [11 E t3h a • 

2. [tl = t2hJt3 E 11]Ta ::::; [/3 E t2]Ta ' 

3. [tl = t2hJ V(tl)]Ta ::::; [V(/2 )]Ta ' 

4. [11 = t2h,,[F(t1)]Ta ::::; [F(/2)]Ta ' 



Proof 

I. [tl = f2~ [tz E '3] ~ L [tl = t2 ] [t = t Z] [t E t3 ] 

teTa 

~ L [t = tlnITt E t 3 ] 

tETa 

(by Theorem 9.31). 

2. [tl = t2] [t3 E t1] = [tl = 12] L [t = t3] [t EI l ] 

tETp(tl) 

= L [t = t3 ] n [s E t 1 .,...,. SE (2] [t E (1], 
tETß(fl) sETßl 

~ L [t = t 3 ] [t E t z] 
tETn<tl) 

~ L [t = (3] [t E fzn, (since p(t1 ) < a) 
tETa 

= [t3 E t 2 ]. 

3 and 4 follow from Theorem 9.30. 

Remark. We have now proved that Ta is a B-valued structure. (See 
Definition 6.5) 

Theorem 9.33. Ta satisfies the Axiom of Extensionality. 

Proof Obvious from Definition 9.27.6. 

Theorem 9.34. [f t E Ta + 1 then t is defined over T". 

Proof See remark following Theorem 9.30. 

Theorem 9.35. If tp is a formula of 2 then 

("It1> ... , tn E Ta)(3t' E T"+1)("11 E T,,)[[tp(t, t1 , ••• , tn)h" = [t E t'hJ. 

Proof If t' ~ xatp"(x", t 1 , ..• , tn) where tp" is the formula obtained 
from tp by replacing "Ix by "Ix", then I' E T,,+ 1 and for lET" 

[t E x"tp"(xa, t1>"" tn)]Ta+l = L [t = t"ha+Jtp"(t", t1 ,···, tn)ha +1 
t"ETa 

= [tpa(t, t 1> ... , tn)]Ta +1 

= [tpa(t, t1> ... , tn)]Ta 
= [tp(t, t l' ... , tn)JTa ' 

Remark. Thus we see that {Ta I a E On} satisfies the conditions 1-5 on 
p. 87-88. Therefore if T = <T, ;;;;;, E, V, p) is defined from <Ta I a E On) as 
M from <M" I a E On) then T is a B-valued model of ZF. We can also define 
a denotation operator Das in §8 and put V[joJ = {D(t) I tE T}. However we 
are more interested in standard 2-valued models. In order to obtain a suitable 
homomorphism of V[joJ onto a 2-valued model we relativize OUf results to 

99 



some M. Let M be a transitive model of ZF, and let B be an M-complete 
Boolean algebra with B E M. Furthermore assurne that K E M andJa: K -+ B, 

Ja E M. By relativizing our previous definition of T to M we obtain (V[faDM. 
Let h: IBI -+ 121 be an M-complete homomorphism. (If M is countable there 
are such homomorphisms by the Rasiowa-Sikorski Theorem.) Then we can 
pass to a 2-valued standard model. 

Definition 9.36. Fa ~ {k E K I h(fa(k)) = I}. 
For t, t1 , t2 constant terms, 

1. D(t1 E t2) ~ D(t1) E D(t2). 

2. D(V(t)) ~ D(t) E M. 

3. D(F(t) ~ D(t) E Fa. 

The remainder of the definition is the same as in Definition 8.14. 

Let M[Fal ~ Mfhl ~ {D(t) I tE T}, where T = {TaM I a E M}. 
When we wish to identify the particular denotation operator associated 

with a particular M[Fal we will write DMlFoJ instead of D. 

4. D'(V(t)) ~ (3k E M)D'(t = !s). 

5. D'(F(t)) ~ (3k E Fo)D'(t = !s). 

6. D'(!sl E !s2) ~ k 1 E k2, k l , k 2 E K. 

7. D'(t E!s) 1> (3k' E K)D'(t = !s'). 

8. D'(t E xß<p(xß)) 1~ (3t' E Tß)[D'(t = t') /\ D'(<p(t'))l, ß E M. 

9. D'(tl = t2) ~ (Vt E Tß)D'(t E t1 +0>- t E t2), ß = max (P(tl), P(t2)). 

10. D'( -,<p) ~ -,D'(<p), D'(<p /\ tjJ) ~ D'(<p) /\ D'(tjJ). 

11. D'«Vxß)<p(xß)) ~ (Vt E Tß)D'(<p(t)), ß E M. 

Remark. It is easy to see that D is equivalent to D' and the following 
theorem holds: 

Theorem 9.37. M[Foll= <p +0>- h([<p]) = 1. 

Remark. Since T is a B-valued model of ZF, we have [<p] = 1 for each 
axiom <po Consequently we have the following result. 

Theorem 9.38. M [Fal is a standard transitive model of ZF. If M satisfies 
the AC so does M[Fol. 

Proof. To show that M[Fol satisfies the AC if M does we note that if M 
satisfies the AC then since K E M, K is well ordered and, since Fo ~ K, Fo is 
also weIl ordered in M[Fol. Hence M[Fol satisfies the AC. 

Remark. Comparing the results of Theorem 9.38 with those discussed at 
the end of §8 note that we did not require the existence of a model M of ZF 
with the same order type as M such that Fo is a class in M but instead Fa must 
satisfy certain requirements to ensure that M[Fol be a model of ZF. Defining 
M[Fol by considering B-valued relative constructibility has many advantages 
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as will become clear from the applications in the next sections. We can 
however give an application of this method now: 

Suppose that M is a countable standard transitive model of ZF, B E M 
and B is M-complete, also K E M and (V[foD M is defined as before. Now 
assurne that there is some sentence rp such that [rp] # O. Then there is a 
homomorphism h: IBI -7 121 that is M-complete, sends [rp] to 1, and from 
which we get a standard 2-valued model M [Fo] of ZF in which rp is true in the 
ordinary sense of 2-valued logic. 
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10. Forcing 

As an application of the general theory developed in the previous sections 
we give adefinition of "forcing" and derive its elementary properties. 
Throughout this section, M denotes a standard transitive model of ZF, 
P E M is a partial order structure, and B is the corresponding M-complete 
Boolean algebra of regular open sets of P in the relative sense of M. Further­
more we have 

h an M-complete homomorphism of B into 2, 
Fan M-complete ultrafilter for B, and 
Gaset that is P-generic over M, 

such that h, F, and Gare related to each other as described in §2. Thus one 
of them may be given and the remaining sets are obtained from it as in §2. 

We now specialize the construction of M[Fo] to one ofthe following cases: 

1. K = B andJo: B -+ Bis the identity on Bor 
2. K = P andJo: P -+ Bis defined by 

In ca se 1 

In case 2 

pEP. 

Fo = {b E BI h(fo(b)) = I} 
= {b E BI heb) = I} 
= F. 

Fo = {p EP I h([p]-O) = I} 
= {p E P I [p] - ° E F} 
= G. 

Since h, F, Gare obtainable from each other in a simple way, we have in 
both ca ses M[Fo] = M[h] = M[G] = M[F] and Theorem 10.1 folIows. 

Theorem 10.1. IfG is P-generic over Mthen M[G] is a standard transitive 
model of ZF that has the same order type as M. For any formula rp of 20 
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M[G] 1= rp -- h([rp]) = 1 
-- [rp] E F 
-- [rp] 11 G =? O. 



Furthermore if M satisfies the AC so does M[G]. 

Remark. [cp] = bis definable in Ya from P and rcpl (uniformly in r<pl if 
cp ranges over limited formulas only). 

Definition 10.2. If PEP and cp is a formula, limited or unIimited, then 

Theorem 10.3. p H- cp is definable in 2'0 from r cp \ band P (uniformly in 
r cp 1 if cp ranges over limited formulas only). 

Remark. As can be seen from Theorem 10.1 there is a dose relationship 
between satisfaction in M [G] and the notion of forcing. In particular the 
forcing relation satisfies certain recursive conditions similar to the notion of 
satisfaction in M [G]: 

Theorem 10.4. Let k, k t , kz E Vand t, t 1, t2 be constant terms. 

I. p H- ,cp H (Vq ~ p) , (q H- cp). 

2. p H- CPt A CP2"""" P H- CPt A P H- CP2' 
3. p H- (Vx)cp(x) +'-> (Vt E T)[p H- cp(t)]. 
4. p H- (Vxa)cp(x iX ) ..c.;, (Vq ~ p)(3q' ~ q)(Vt E Ta)[q' H- cp(t)]. 
5. p H- V(t) ~-,. (Vq ~ p)(3q' ~ q)(:3k)[q' H- 1 = k] in particular p H- V(Es). 
6. p h- F(t) H (Vq ~ p)(3q' ~ q)(3b E B)[b E Fa A q' H- t = k]. 
7. p H- kt E k2 +-:> k 1 E k 2 • 

8. pH-I E Es ~-,. (Vq ~ p)(3q' ~ q)(3k' E k)[q' H- 1 = Es']. 
9. p H- tE .\;ßcp(Xß) ";-)0 (Vq ~ p)(3q' ~ q)(3t' E Tß)[q' H- 1 = t' A q' H- cp(t')]. 

10. p H- t1 = 12 +-,. P H- (Vxß)[xß E 11 H xß E t2 ] where ß = max (p(t l ), petz)). 

Proo! The proofs of most of these statements are obvious from the 
definition: 

1. p H- ,cp ..,...,. P E -[cp] 
..,...,. (Vq ~ p)[q rt [cp]) 
..,...,. (Vq ~ p) , [q H- cp]. 

2. p H- CPl A CP2"""" P E [CPl A CP2] 
..,...,. pE [CPl] 1\ p E [CP2] 

..,...,. p H- CPl 1\ P H- CP2' 

3. p H- (Vx)cp(x) ..,...,. pE (n [cp(t)])-a 
tET 

-<c+ pE n [cp(t)] by Theorem 1.35 
tET 

..,...,. (Vt E T)[p H- cp(t)]. 

4-10. The proofs are left to the reader. 

Remark. Note that in order to define forcing and prove Theorem 10.4 
we need not ass urne that M is countable. However, in order to prove the 
existence of an M-complete homomorphism of B into 2, or equivalently the 
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existence of a set G that is P-generic over M, we need so me further conditions 
on M. We collect all these requirements in the following definition. 

Definition 10.5. <lvI, P) is a setting for forcing iff 

1. M is a standard transitive model of ZF, 
2. P is a partially ordered structure and P E M, 
3. M is countable. 

Remark. Under these assumptions we know that for each pEP there 
is a G that is P-generic over M and P E G. In fact 1 and 3 could be weakened. 
In particular, it would be sufficient to require instead 01' 3 

3'. 9(P) n M is countable. 

The following theorem is a kind of completeness theorem for forcing. 

Theorem 10.6. If <M, P) is a setting for forcing then 

P H- f{J -(->- (VG')[G' is P-generic over M 1\ pE G' ---+ M[G'] 1= f{J]. 

Proof. Using the one-to-one correspondcnce between P-generic sets over 
NI and M-complete homomorphisms from B into 2 we need only show: 

p H- f{J -(->- (Vh')[h': IBI->-121 is an M-complete homomorphism 

But the right-hand side is equivalent to 

[p]-O :$ [f{J] 

1\ h'([p]-O) = 1---+ h'([f{J]) = 1]. 

which in turn is equivalent to each of the following: 

P E [f{J] 
P H- f{J. 

Remark. We could also define forcing either (I) by using the recursive 
conditions of Theorem 10.4 or (2) by the equivalence of Theorem 10.6. On 
the other hand, the definition offorcing by (1) allows us to define a B-valued 
interpretation [ ] by 

[f{J] = {p E P I p H- f{J}. 

Theorem 10.7. q:$ P 1\ P H- f{J ---+ q H- f{J. 

Praaf. Obvious from the definition. 

Corollary 10.8. ,[p H- f{J 1\ P H- 'f{J]. 

Remark. On the other hand, we need not have p H- f{J V P H- 'f{J. 

Theorem 10.9. If G is P-generic over M and S = {p E P I p H- f{J} is dense 
then M[G] 1= f{J. 

Praaf. S = [f{J] is regular open in P since [f{J] E B. Then, since S is dense, 
S = S-o = 1. Therefore [f{J] = 1. 
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Definition 10.10. For each S s;; P, S is dense beneath p iff [p] s;; S-. 

Theorem 10.11. If G is P-generic over M, if pE G alld if SEM is dense 
beneath p then G n S =1= O. 

Proo! U nder the given hypothesis if 

S' = S u {q E P I -,Comp (p, q)} 

then S' E M and S' is dense, hence G n S' =1= O. But any two elements of G 
are compatible, hence G n S =1= O. 

Theorem 10.12. If G is P-generic over M and p E G then 

Prao! 

p It- (3x)<p(x) -+ (3q ::s; p)(3t E T)(q E G /\ q It- <pet»~. 

p It- (3x)<p(x) Hp E ~ [<p(t)n = (kJ [<p(t)n ro 
..,..>- [p] s;; (u [<p(t)l)-

tET 

So p It- (3x)<p(x) implies that UtET [<p(t)n is dense beneath p, and the same 
holds for S' = [p] n UtE7' [<p(t)]. Also S' E M since BE M. Therefore by 
Theorem 10.11 

P It- (3x)<p(x) -+ (3q E G)[q ::s; P /\ q E U [<pet)]] 
lET 

-+ (3q)(3t E T)[q ::s; P /\ q E G /\ q It- <pet)]. 
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11. Tbe Independence of V = Land tbe eH 

Cohen's technique of forcing was created for the specific purpose of 
proving the independence of several axioms of set theory from those of 
general set theory. In this section we will use Cohen's method to prove the 
independence üf V = Land the eH from the axioms of ZF. 

Let M be a countable standard transitive model of ZF + V = L. 

Definition 11.1. 

P ~ {<P1' P2) I P1 S;; w /\ P2 S;; w /\ Pt < W /\ P2 < W /\ P1 n P2 = O}. 

(PI, P2) :::;; (p~, p;) ~ P~ S;; Pt /\ P; S;; P2' 
P ~ (P, :::;;). 

VG S;; P, ä(G) ~ {n E W I (3P1' P2)[n E P1 /\ (Pb P2) E Gl}. 

Va S;; w, G(a) ~ {(P1' P2) I P1 S;; a /\ P2 S;; w - a /\ (P1' P2) E P}. 

Exercise. Prove that the partial order structure P is fine in the sense of 
Definition 5.2 I. 

Remark. PE M, ä(G) S;; wand G(a) S;; P. 

Lemma 1. a1 S;; w /\ a2 S;; w /\ a 1 =;6 a2 -+ G(a1) =;6 G(a2)' 

Proo! Without 1055 of generality we may ass urne 

(3n E w)[n E a1 /\ n 1= a2]' 

Then ({n}, 0) E G(a1) but ({I1}, 0) rf. G(a2)' 

Lemma 2. If Gis P-generic over M then G(ä(G) = G. 

Proo! If G is P-generic over M and P = (Pt, P2) E G then P1 S;; ä(G) 
and P2 S;; w - ä(G). 

For if 11 E P2 and 11 E ä(G) then 3q = (ql, q2) E G, nE q1' Since p, q E G, 
3r = (rb r2) E G, r :::;; P /\ r ~ q. Since r :::;; P 1\ n E P2 we have n E r2. But 
also n E r1 since r ~ q 1\ n E q1' But rE P and hence r1 n r2 = 0. This is a 
contradiction. Hence G s;; G(ä(G». 

If P = (Pb P2) E G(ä(G» then PI S;; ä(G) 1\ P2 S;; w - ä(G). If 

P1 = {n1' ... , nk} 

then since P1 S;; ä(G), 3qi E G, qi = (q1i, q2t ), i = 1,2, such that 
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3, E G, , ~ q1 /I. r ~ q2, , = ('1' '2). Then n1, n2 E '1. Thus, by induction 
3q = (q1' q2> E G, Pt S;; q1' i.e., q ~ (P1' 0). Let P2 = {mb . .. , ml} and let 
S = UI=l [({mi}, 0)] U [(0,P2)]. Then S is dense and hence Sn G =F 0. 
Let q' be in Sn G. Since P2 c w - ii(G), q~ n P2 = ° where q' = (q~, q;>. 
Therefore q' ~ (0, P2). Since q, q' E G, 3, E G, , ~ q /\ , ~ q'. So , ~ (Pt, P2) 

since q ~ (P1'0) and q' ~ (0, P2). Hence P = (P1' P2) E G. Therefore 
G(ii( G» S;; G. 

Lemma 3. If G1 , G2 are each P-generic over M then 

Proo! Lemmas 1 and 2. 

Remark. Thus ii is a one-to-one correspondence between P-generic sets 
over M and certain subsets of w. Also M[G(a)] = M[a] and M[G] = 
M [ii(G)] for a S;; wand G S;; P. 

Theorem 11.2. If a E M and a S;; w then G(a) is not P-generic over M. 

Proo! If a E M and a S;; w then G(a) E M. If S = P - G(a) then SEM. 

For each P = (P1' P2) E P there exists an nE w such that n rf: Pt and n rf: P2. 
Let 

p' = (P1 U {n}, P2) if n rt a 
=(P1,p2u{n}) if nEa. 

Thenp' ~ P and p' ES. Therefore S is dense. Sut Sn G(a) = 0, consequently 
G(a) is not P-generic over M. 

Theorem 11.3. If G is P-generic over M then M [G] is a standard transitive 
model of ZF + AC + GCH + V =F L. 

Proo! If a = lieG) then M[G] = M[a] and hence, by Theorem 11.2 and 
Lemma 2, a rf: M. Therefore M[a] is not a model of V = L. 

Since a S;; w S;; L, La = L[a] and hence 

1. V = L[a] -+ GCH. 
But L[a] relativized to M[a] is just M[a]. Therefore the relativization of 1 
to M[a] gives the GCH in M[a]. 

Corollary 11.4. If there exists a standard transitive model of ZFthen there 
exists a standard transitive model of ZF + AC + GCH + V =F L. 

Exercises. If Pis as defined above 

1. Prove that -[({n}, 0)]-0 = [(0, {n})]-o. 

2. Calculate 

a. -[(P1,P2)]-0. 
b. [(Pl>P2)]-0. [(ql> q2)J-o. 
c. [(P1,P2)J-O + [(ql>q2)J-O. 
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Remar/c Let (M, P> be any setting for forcing and -rr E M be an auto­
morphism of P (-rr E Aut (P)). Then -rr induces an automorphism iT E M of B, 
the Boolean algebra of regular open sets of P in M. Let G be P-generic over 
M. Let Fand h be the M-complete ultrafilter for Band the M-complete 
homomorphism of B into 2 respectively, obtained from G. The following 
theorem shows how G, F, and h transform under -rr. 

Theorem 11.5. -rr"G is P-generic over M, iT"F is the M-complete ultrafilter 
for Band h 0 iT -1 is the M-complete homomorphism of B into 2 corresponding 
to -rr"G. Furthermore M[G] = M[F] = M[h] = M[-rr"G] = M[iT"F] = 

M[1z 0 iT- l ]. 

Proof S s P is dense iff -rr" S is dense. Therefore 

Sn -rr"G i' 0 ++ -rr-l(S) n G i' O. 

Thus -rr"G is P-generic over M. The ultrafilter corresponding to -rr"G is 

{b E B Ibn -rr"G i' O} = {b E B I -rr-l(b) n G i' O} 
= {b E BI iT-l(b) E F} 
= iT"F. 

Finally 

bE iT"F ++ iT-l(b) E F 
-- h 0 iT - lCb) = 1. 

Therefore ho iT- l is the M-complete homomorphism of B into 2 corre­
sponding to iT"F. 

Theorem 11.6. If 

I. (Vp, q E P)(3-rr E Aut (P))[-rr E M A Comp (-rr(p), q)], and 
2. GI and G2 are P-generic over M, 

then M[Gd and M[G2] are elementarily equivalent in the language 

.<Po( C(M)). 

Proof If g> is a closed formula of .<Po( C(M)) and if 

M[Gd 1= g> and M[G2 ] 1= ,g> 

PI E G A PI It- g> A P2 E Gz A P2 It- ,g>o 

By 1 (3-rr E Aut (P))[-rr E M A (3p ~ -rr(Pl))[P ~ pz]]. Let G be P-generic 
over M and such that pE G. (Such a G exists.) Then since P ~ Pz, pz E G 
and hence, by Theorem 10.6, M[G] 1= ,g>o But also PI ;0: -rr-l(p) E (-rr-I)"G 
hence -rr-1(p) It- g>. Therefore M[(-rr-1)"G] 1= g>. But M[G] = M[(-rr-1)"G]. 
This is a contradiction. 

Exercise. Check that the partial order structure P of Definition 11.1 
satisfies condition 1 of Theorem 11.6. 
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Remark. Let P be the partial order structure of Definition 11.1 and 
used for the proof of the independence of V = L. For k s w with k < w 

we define an alltomorphism 7Tk of Pas folIows: 

7Tk«Pt. P2» = <ql' q2) where ql = (Pl - k) V (P2 n k) 
q? = (P2 - k) V (Pl n k). 

Obviously 7Tk E M. We then obtain the following strengthening of Theorem 
11.3. 

Theorem 11.7. If G is P-generic over M then in M[G] there is no well­
ordering of &'(w) definable in 2'o(C(M». 

Proo! If cp is a formlIla of 2'o(C(M» defining a well-ordering of &'(w) 
in M [G], then 

3PE G, pI!-" cp weil-orders &'( w)". 

Since a(G) E M[G], a(G) = DM[G](to) for so me term to of the ramified lan­
guage. Then since a(G) s w, 3p E G, 

pI!- "{to ß k I k s w /\ k < w} has a cp-first element" 

where a l ß a2 ~ (al Va2) - (al n a2) is the symmetrie difference of al and a2' 
Furthermore it is easy to check that 

a(7T~'(G» = a(G) ß k for k S wand k < w. 

Then (3q E G)(3ko)[ko s w /\ /(0 < w /\ q I!- "to ß ko is the cp-first element 
of {to ß k I k s w /\ k < w} "]. 

Hence in M [G], a(G) ß ko is the cp-first element of 

{a( G) ß k I k s w /\ /( < w}. 

If q = (qlo q2) then there exists a k l #- 0 such that k l s w, /(1 < w, 

k 1 n k o = 0, k l n ql = 0, and k l n q2 = O. If 

H ~ "G - 7Tk, 

then H is P-generic over M and aCH) = a(G) ß ko. Since q E G and 7Tk(q) = q, 
q E H. Therefore, by Theorem 11.6, in M [H], aCH) ß ko is the cp-first element 
of {aCH) ß k I k s w /\ /( < w}. Since 7Tk, E M, M[G] = M[H] and 

{7T~'G I k s w /\ /( < w} = {7T~'H I k s w /\ k < w} 
{a(7T~'G) I k s w /\ /( < w} = {a(7T~'H) I k s w /\ k < w} 

{a(G) ß k I k s w /\ k < w} = {aCH) ß k I k s w /\ k < w}. 

Thus a(G) ß ko is also the cp-first element of 

{aCH) ß k I k s w /\ k < w} in M[H]. 

Therefore a(G) ß ko = aCH) ß ko, but 

aCH) = a(G) ß k l and k1 n ko = O. 

This is a contradiction. 
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Remark. We now return to the general case. 

Theorem 11.8. If (M, P) is a setting for forcing, if M is a model of the 
AC that satisfies the countable chain condition on P i.e., 

(VS s; P)[(VP1' P2 E S)[Pl i= pz -+ ,Comp (Pb P2)]-+ S < ~o] 

and if C is P-generic over M then the cardinals in M and M [C] respectively 
are the same i.e., every cardinal in M is a cardinal in M [C] and vice versa. 

Praa! Since M s; M[C] and On M = OnM[Gl, every cardinal in M[C] is 
a cardinal in M because "a is not a cardinal" H CJf)cpU; a), for some cp that 
is absolute with respect to transitive models. 

Conversely if there is a cardinal in M that is not a cardinal in M[C] then 
there is a cardinal ,\ in M[C], and hence in M, but 

y = (,\ +)M 

is not a cardinal in M[C]. Let ,\ be the smallest such cardinal. Then 

,\ = yM[G) < Y = (,\ +)M. 

Hence 

(3fE M[C])[f: ,\ ~ y]. 

Furthermore fis denoted by a term t of the ramified language and 

(3p E P)[p E C A P It- t: ,\ ~ y]. 

Abbreviating q It- (a, ß> E t by cp(q, a, ß), cp is M-definable and furthermore 

(Vß, ß' < y)(Vq ~ p)(Vq' ~ p) 
[ß i= ß' A q It- (a, ß> EtA q' It- (a, ß') E t -+ ,Comp (q, q')] 

for otherwise there exists a q" ~ q, such that q" ~ q', q" It- (a, ß) E t, q" It-

(a, ß') E t, and q" It- t: ,\ ~ y. This is a contradiction. Then if 

Set = {ß < y I (3q ~ p)cp(q, a, ß)}, a < '\, 

we have Set E M and S/f ~ ~o. Since f is a function onto y 

y s; U Set 
CZ<Ä 

and (Set I a < A> E lvI. Therefore yM ~ ,\ X :;'M = XM < Y = YM. This is a 
contradiction. 

Remark. Let P be a partial order structure and let B be the associated 
Boolean algebra of regular open subsets of P. Then P satisfies the c.c.c. iff B 
satisfies the C.C.C.: (=». Suppose S S; Band (Vb 1)(Vb2)[b1 • b2 E S A b1 i= b2 -+ 

b1 ·b2 = 0]. By the ACwe choose ap from each b E S. Let S' consist ofsuchp's. 

Then any two elements of S' are incompatible. Therefore, S' ~ w, and hence 
S ~ w. Conversely, let S' S; P and suppose any two elements of S' are 
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incompatible. Let S = {[p]-O I pES'}. Then S S; Band any two elements 
of S are disjoint. This foIIows from the foIIowing fact (See Theorem 1.29.2.): 

(Vp, q E P)[[p] () [q] = 0 ~ [p]-O () [q]-O = 0]. 

Corollary 11.9. If <M, P) is a setting for forcing, if G is P-generic over 
M, if M satisfies 

(VS S; P)[(VpI' P2 E S)[PI #- P2 -'? ,Comp (PI, P2)] -'? S < A] 

and if ,\ is a regular cardinal in M, then the sets of cardinals 2::'\ in M and 
M[G] respectively are the same. 

Proof We first show that ,\ is a cardinal in M[G]. Otherwise 

(3fE M[G])(3'\o < '\)[J: '\0 ~ '\]. 

Then, as in the previous proof, we obtain 

which contradicts the assumption that ,\ is regular in M. Using the argument 
of Theorem 11.8 it follows that if p. 2:: ,\ is a cardinal in M[G] then (p. +)M is 
a cardinal in M[G]. 

Remark. Next we will prove the independence of the CH from the 
axioms of ZF + AC. The idea of the proof is the following. Choosing same 
suitable P E M which satisfies the cauntable chain condition in M we adjoin 
a-many subsets of w. If a is a cardinal > No. in M, then the CH is violated in 
the resulting model M[G] since cardinals are preserved by passing from M 
to M[G]. The formal proof proceeds as folIows: We define P by 

P ~ {p I (3d)[d S; a X wAd< w A p: d -'? 2]) 
~ 

PI ~ P2 ~ P2 S; Ph Pt> P2 E P 

Let (M. P) be a setting for forcing such that M satisfies the AC. 

Theorem 11.10. P satisfies the c.c.c. in M. 

Proof We show by induction on n that 

(i) S s; PAS E M A (VPI' P2 E S)[PI #- P2 -'? ,Comp (PI' P2)] 
/\ (Vp E S)[P#(p)* = n] -'? SM ~ No. 

From this the theorem foIIows by defining 

sn = {p E SI P#(p) = n}. 

Then S = UnE'" sn is countable in M by (i). 
To prove (i) we assurne S #- O. Then 3PI ES, and 

(Vp E S)[PI #- P -'? (3S < a)(3m E w)[<S, m) E P#(p) () P#(PI) 
A peS, m) #- PI(S, m)] 

* 5Z(P) ~ {x I (3y)[<x,y) Ep]} 
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If !0(P1) is {<Ol, m1)"'" <On, mn )} 

SiO ~ {p E SI <0i> m;) E !0(p) 1\ p(0i> mi) = O}, 

Si1 ~ {p E SI <0i> mi> E !0(p) 1\ p(O;, mt) = l}, 

Then S = S10 U S11 u···u Sno U Sn1' If 

i = 1, ... , n. 
i = 1, ... , n. 

S:o ~ {p - {«0i> mi ), O)} I p E SiO}' 

S;1 ~ {p - {«0i> mi), I)} I p E Sil}' 

i = 1, ... , n 

i = 1, ... , n. 

Then SM = S;~ and SN. = S;~. But, by the induction hypothesis for n - 1. 

Therefore SM ::;; No. 

Remark. If Gis P-generic over M, then for each ° < a we define 

ali(G) ~ {n E w I (3p E G)[p(o, n) = In. 
Claim: (Vo, 0' < a)[o #- 8' ~ ao(G) #- ab,(G)]. 

Let f be the function defined on a by 

f(o) = alG), ° < a. 

lt can be proved that fE M[G]. Let t be a term in the ramified language that 
denotesf Suppose aö(G) = aö·(G) i.e. f(o) = f(o'). Then 

M[G] 1= [t(o) = t(o')] 

and hence 

1. (3q E G)[q Ir t(o) = t(o')]. 

We choose n such that 

(Vo" < a)[<o", n) ~ !0(q)]. 

Since ° #- 0' 

2. (3q' ::;; q)[q'(o, n) = 1 1\ q'(o', n) = 0]. 

Now choose a G' that is P-generic over M and such that q' E G'. Then 

Hence 

ao(G') #- aö·(G'). 

But q' E G' and by and 2 q' Ir t(o) = t(8'). Thus M[G'] Ir t(o) = t(o'). 
Therefore aö(G') = ab·(G'). This is a contradiction. 

We have thus established that 

(Vo < a)[aö(G) ~ w] and (Vo,o' < a)[o #- 0' ~ aö(G) #- aö.(G)]. 

Therefore 
P(W)M[Gl 2: a. 
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Starting with some IX > Wt M we have IX > Wt M1GJ • This proves the following: 

Theorem 11.11. If Gis P-generic over M (where P and Mare as specified 
above) then M[G] is a standard transitive model of ZF + AC + ,CH. 
Furthermore, for any given cardinal IX E M we can find a G and a P such that 
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12. The Independence of the AC 

In order to prove the independence of the Axiom of Choice from the 
axioms of ZF we cannot use the models wh ich were employed in the previous 
section, since if M is a model of ZF + AC and G is P-generic over M, then 
M[G] also satisfies the AC. Yet the model N wh ich we shall construct and 
which violates the AC is ofthe form M[G]. The corresponding language will 
have countably many symbols and we shall add to M countably many 
generic sets together with a set containing all these generic sets. In order to 
deal with this new situation we introduce the following: 

Definition 12.1. Let Pi = <Pi' ~), i E I, be a family of partial order 
structures with I a set. Then 

(the strong product of the P;'s) is defined to be the partial order structure 
<P, ~) where 

and 

Pl ~ P2 ~>- (Vi E I)[Pl(i) ~ P2(i)] for PI, P2 E P. 

If each Pi has a greatest element 1;, i E I, then 

(the weak product of the P;'s) is defined to be the partial order structure 
<Po, ~) where 

Po ~ {p I P E n Pi 1\ (3F s:; I)[F < w 1\ (Vi E 1- F)[p(i) = l in} 
lEI 

i.e., Po is the set of PEP where pU) = I i for all but finitely many i E I, and 
~ is ~ of P restricted to Po. 

Remark. The topology of TIfEI Pi is the strong topology of TIiEI Pi and 
the topology of TI~1 Pi is the relative topology of both the weak topology of 
TIiEI Pi and the strong product topology of TIiEI Pi' Po is dense in TIiEI Pt 
with the weak topology, but not necessarily dense in TIiEI Pi with the 
strong product topology. 
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Prohlem. Is the complete Boolean algebra of regular open sets of 
nlFI Pi or nrel Pi determined by the complete Boolean algebras of regular 
open sets of Pi (i E l)? 

Now consider nreI Pi' An element pE nreI Pi is sometimes denoted by 
{ .. ,Pi1 '" "Pin "'} where 

In this case we also write 

Let P be the partial order structure of Definition 11.1 that was used for the 
proof of the independence of V = L. Let Pi' i E w, be isomorphie co pies 
of P and let ji be an isomorphism of P onto Pi' Note that P has a greatest 
element (0,0). 

Consider the language 2'o({V( )} U {F;( ) I i E w} U {SC )}) and the eorre­
sponding ramified language R({ V( )} U {Fi ( ) I i E w} U {SC )}). Let B be the 
complete Boolean algebra of all regular open sets in nrew Pi and./;: P ---+ B 
be defined by'/;(p) = [ .. . Pi" .]-0 where Pi = j;(p). 

[V(t)h. = L [I = k~T" 
keRca) 

[Fi(t)k, = L [I = kTIT" ·j;(k), i E w, 
ke!l(a)nP 

i<w 

= 0 otherwise 

and the rcmaining conditions are those of Definition 9.27.3-9 except that K 
is replaced by P. 

Let G be the group of all permutations of w such that 7T(n) -1= n for only 
tlnitely many n E w, and let Gn , 11 E w, be the subgroup of G consisting of all 
7T E G such that (Vm ~ n)[7T(m) = m]. 

We extend 7T E G to terms and formulas of our ramified language as 
folIows: 

I. 7T(!s) = Is. 
2. 7T(l1 E (2) -:-;. 7T(l1) E 7T(t2)' 
3. 7T(11 = 12) 07T(t1) = 7T(t2). 
4. 7T( ,«p) 0(> ,7T(<<p), 7T(<<p 1\ "') <>- 7T(<<p) 1\ 7T("'). 
5. 7T«VX")«p(x"» <> (VX IX)7T(<<p(X"». 

7T«VX)«p(x» +> (VX)7T(<<p(X». 
6. 7T(V(t») -H V(7T(t». 

7T(S(t» -- S(7T(I». 
7. 7T(F;(t» <-> F,,(i)(7T(t», i E w. 
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So it is only by condition 7 that 7T is in general not the identity on the terms 
and formulas. 

Finally, let pI, ... , pn be elements of P. Then for 

w 

P = { .. ,Pi/'" "Pi.n ... } E TI Pi 
lEW 

where Pi"k = ji,,(pk), k = 1,2, ... , n, we define 7T(p) to be 

That is, 7T(p) is an element of TI~w Pi whose 7T(ik)th coordinate is the counter­
part of pie in P"(ik )' k = 1, ... , n, and whose mth coordinate is 1 if m 1= 7T(iIe) 
for all k = I, 2, ... , n. Then one can prove by transfinite induction on 
Ord (<p): 

Theorem 12.2. Let P E TI~w Pi. Then P It- <p +-> 7T(p) It- 1T(<p). 

Theorem 12.3. For every formula <p, 

(VtET)(VPETIPi)(3m)(V7T)[7TEGm -+7T(t) = t 1\ 7T(<p) = <p 1\ 7T(p) =p]. 
lEW 

. Proo! Take m to be the maximum of all i E w for which Fi occurs in <p 
or t or Pi is not l i • Then m has the required properties. 

Now let M be a countable standard transitive model of ZF and 
17: IBI-+ 121 be an M-complete homomorphism. Then N = M[17] is defined 
at the end of §9: N = {D(t) 1 tE T} where D is defined as in Definition 9.36 
except that now 

F j ~ {p E PI h([Fi(p)]) = 1} 

and 

D(F;(t» -<-> D(t) E Fh i E w, 

D(S(t» +->- (3i < w)D(t = xnWFi(xn"'». 
As in §9 N is a standard transitive model of ZF. Defining S ~ 
D(.in"J+1S(xnW+l» we obtain: 

S = {Fi 1 iEw} and SE N. 

Furthermore, since [Fi(p)] = Np) = [ ... Pi . .. ] - 0 for PEP, Fi is P-generic 
over M. -

Let ai be li(Fi ) i.e., 

ai ~ {n E w 1 (3Pl' P2)[n E Pl 1\ <PI. P2) E F;]}, i E w. 

Clearly, Fi E N and a i E N for i E wand SEN. With this notation we have the 
following: 

Theorem 12.4. In N, S is an infinite subset of P(w), and yet S contains 
no countable subset. In particular, P(w) is not well-ordered in N and hence 
the AC does not hold in N. 
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Proof Recall that by Lemmas 2 and 3, pages 106-107, 

and 

G(Gj ) = Fi for i E w. 

First we prove that S is infinite by showing that 

1. i, j < w 1\ i =f: j -+ F; =f: Ff • 

Suppose Fi = Fi for some i,j E w with i =f: j. Then since Fi = D(xn'"F;(xnW», 
P It- XnWFi(XnW) = xnWFlxnW) 

for some P such that h([p] - 0) = 1. 

We can assume that p = { .. ,Pi'" .,pj ... }. Let Pi = <P/,Pi2 ) and Pi = 
(p/, p/), and choose n E w such that n rf. p/ U Pi2 u p/ u p/. Let q be 

where 

{ .. . q;, ... , qj ... } 

qt = <p/ U {n}, Pt2 ) 

qi = <p/, p/ U {n}) 

(and qk = Ik = <0,0) for k =f: i,j). 
Since h([p]-O) = 1, we have Pt E Fi and Pi E Fi. 

Case I. n E Gi' Then qt E G(ä(Ft)) = Ft since qt ::;; Pi E Fi • But Ft = Fi in 
N, implies [Fi(pl)TI = [Flp1)TI for all pl E P. Hence qi E Fj , and by definition 
of qj' n 1= Gj. Thus at =f: Gj contrary to our assumption that Ft = Fi . 

Case 2. n 1= Gi' Then qt 1= Fb so qi 1= Fj as above. Consequently since 
Fj = G(aj ), q/ 1= ai or ql 1= w - Gi' But p/ S; Gj and p/ S; w - aj , so 
nE Gj. Again this is a contradiction. 

This proves I. So it remains to show that 

2. "s contains no countable subset" 

holds in N. 

Assume, in N, that S contains a countable subset. Then, by Theorem 
10.12, there exists a term t E T such that for some p 

h([p]-O) = 1 1\ P It- t: l!! ~ XnW +lS(XnW+ 1). 

Throughout this proof we say "Fi appears in t" iff Pi (the ith component of p) 
is not li = <0,0). Choose n E w such thatj < n whenever Fj appears in t and 

By Theorem 10.12, there exists a p' ::;; P, a k E wand some m > n such that 

p' It- I(k) = xnWFm(xnW). 
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Pick so me i > m such that F; does not appear in p', and some 7T E Gn which 
permutes i and m, and let p" = 7T(p'). Then 7T(t) = t and, by Theorem 12.2, 
p" fI- 1(1s) = J:n W F;(xn W). There exists a q such that q :0; p' and q :0; p". 

Then 

and 

This is a contradiction. 
Remark. We conclude this section with some results which are useful 

for certain applications. Returning to the general case, let <M, P) be a 
setting for forcing where M is a standard transitive model of ZF + AC, and 
let B be the Boolean algebra of regular open sets of P in M. 

Theorem 12.5. If G is P-generic over M and 

(VS S; P)[S :0; w 1\ Comp (S) -r (:Jp E P)(Vq E S)[p :0; q]] 

(i.e., every countable compatible subset of P has a lower bound) holds in M, 
then every w-sequence of ordinals in M [G] is al ready in M. 

Proo! Let DMrdt) be an w-sequence of ordinals in M(G]. By Theorem 
10.9, it suffices to show that {p E P I p fI- V(t)} is dense, i.e., 

(Vp EP)(:Jq:O; p)(q fI- V(t)] 

or by Theorem 10.4.5 relativized to M. Recall that the interpretation of V(t) 
is I E M. 

1. (Vp E P)(:Jq :0; p)(:Js E M)[q fI- t = §]. 
To prove I, let PEP and p fI- "t is an w-sequence of ordinals." Using the 
AC in M, define in Madescending sequence <Pi I i E w) and a sequence 
S = <SI I i E w) such that 

Po = p, Pi+I :0; Pi and Pi+I fI- tCD = §i· 

Now let q be a lower bound of all Pi, i E w. Then q :0; P and q fI- t = §. 

Remark. Let PI and P 2 be two partial order structures in M where M 
is a countable standard transitive model of ZF + AC. Let P = PI X P 2 and 
assurne that PI and P 2 both have a greatest element 1. There is a simple 
relationship between generic sets with respect to P on the one hand and the 
factors PI and P 2 on the other hand: 

Theorem 12.6. If GI is PI-generic over M and G2 is P 2-generic over 
M[G I ], then GI x G2 is P-generic over M. 

Proo! Assurne the hypo thesis of the theorem and let S be an element 
of M that is dense in P. Define 
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Claim: S2 is dense in P2' 
Let q2 be any element of P2 and define 

Then since S is dense in P 

Therefore SI is dense in PI and hence GI n SI i= O. This implies, by definition 
of SI, that 

Thus S2 is dense in P 2. Since S2 E M[Gd and G2 is P 2-generic over M[G I ], 

G2 n S2 #- 0 which means, by definition of S2, that 

Therefore GI X G2 is P-generic over M. 

Theorem 12.7. If Gis P-generic over M, then there exists a GI which is 
Pl-generic over M and a G2 wh ich is P 2-generic over M[Gd such that 
G = GI X G2 • 

Proof Let G be P-generic over M and define 

GI ~ {PI E PI! <PI' 1) E G}, 

G2 ~ {P2EP2! <1,P2)EG}. 

Then G = GI X G2 (G S;; GI X G2 is obvious. To prove GI x G2 S;; G use 
the proof method of Theorem 2.4). 

1. GI is PI-generic over M. 
Let SEM be dense in PI' Then S x P'l. E M and it is dense in P, hence 
G n (S x P2) i= 0 and therefore GI n S #- O. 

2. G2 is P 2-generic over M[Gd. 
Let SEM [Gd be dense in P 2 • Then S = DMW11(t) for some term t, and for 
some PI '= GI, PI 11-' "t is dense in P 2 " (where 11-' refers to PI)' 

Define 

E ~ {<ql' q2) E P ! ql ~ PI /\ ql 11-' q2 E t}, 

P ~ <PI' I). 

Claim: Eis dense beneath p, i.e., 

('r/r ~ p)(3q ~ r)[q E E]. 

Take any r ~ P, r = <rl , r2 ). There exists an BI such that r l E BI and BI is 
PI-generic over M. Consider M[Bd; "DM[HIJ(t) is dense in P 2" holds in 
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M [BI]. There exists a q2 ~ '2 such that q2 E DM[Hll(t) and hence there exists 
ql ~ '1 such that ql H-' q2 E t. Then q = <ql> q2) ~ , and q E E. 

Since E E M and P E G, we have, by Theorem 10.11, 

G n E =1= o. 
Let q = <ql, Q2' E G n E. Then 

M[GI11= Q2 E S. 

Therefore G2 n S =1= 0 and 2 is proved. 
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13. Boolean-Valued Set Theory 

The use of ramified language in Cohen-type independence proofs often 
requires proofs by induction which may become rather cumbersome in 
special cases. A different though essentially equivalent approach which 
avoids ramified language is provided by the theory of Boolean-valued models 
as developed by Scott and Solovay. 

The analogue of the recursive definition of R(a) we define in the following 
way: 

Definition 13.1. Let B = <B, +, " -, 0, I) be a complete Boolean 
algebra. Then V",(B) is defined by recursion with respect to a as folIows: 

Vo(B) ~ O. 

V",(B) ~ {u I [u: ~(u) -»- B] 1\ C.3t < a)[~(u) s: V/BJ]} , a > O. 

V(B) ~ U Va(B). 
aEOn 

Remark. Elements of V(B) are called B-valued sets, these are functions 
u from their domain, ~(u), into B where ~(u) itself consists of B-valued sets. 

Remark. In order to obtain a B-valued structure V(B) = <V(B), ~,E), 
we define ;;; and E in the following way. 

Definition 13.3. For u, v E V(B), 

1. [UE v] ~ L (v(y),[u = y]). 
ye!0(v) 

2. [u -;;;;- v] ~ TI [u(x) => [x E v]]· TI [v(y) => [y EU]]. 
xe!0(u) ye!0(v) 

Remark. Thus E and ~ are defined simultaneously by recursion. Here­
after we will write = and E for ;;;- and E respectively. 

There are severaI ways to check that 1 and 2 really constitute adefinition 
by recursion: 

1. The definition of [u E v] and [u = v] is recursive with respect to the 
well-founded relation 

{«u, v), <u', v'» I rank (u):!t: rank (v) < rank (u'):!t: rank (v')} 
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where a :jj: ß is the natural surn of a and ß. (For adefinition and elernentary 
properties of the natural surn of ordinals the reader rnay consult one of the 
following rnonographs: H. Bachrnann: Transfinite Zahlers, Ergebnisse elev. 
Math. Vol. 1 (1955), pp. 102f, or A. A. Fraenkel: Abstract Set Theory (1953), 
p.297.) 

2. Alternatively, we would use Gödel's pairing function Jo which is a one­
to-one correspondence between On x On and On with the following property. 

Jo(a, ß) < Jo(a', ß') +-:> rnax (a, ß) < rnax (a', ß') 
V [[rnax (a, ß) = rnax (a', ß')] /\ [ß < ß' V [ß = ß' /\ a < a']]]]. 

If we assign to [u E v] the ordinal Jo(rank (v), rank (u)) and to [u = v] the 
ordinal rnax (Jo(rank (u), rank (v)), Jo(rank (D), rank (u))), it is easy to see 
that [u E v] and [u = v] in 1 and 2 respectively are reduced to [u = v'] 
and [u' E v'] in such a way that the associated ordinals are reduced to lower 
ordinals. 

3. We would also eliminate E in 2 by substituting the definition 1: 

[u = v] = TI [U(X) =:- 2: [v(y)·[x = ym] 
XE2(~ YE2(~ 

y!:L [V(y) => X~Ul [u(x)·[y = X]]] 

which is adefinition by recursion with respect to the well-founded relation 
{«u, v), <u', v'» I rnax (rank (u), rank (v») < rnax (rank (u'), rank (v'))). Then 
I becomes an explicit definition in terms of =. 

Next we prove that the Axioms of Equality hold in V(lll (see Definition 
6.5). 

Theorem 13.4. For u, v E V(B), 

I. [u = v] = [v = uD. 
2. [u = u] = 1. 
3. XE .0J(u) -+ u(x) ::; [x EU]. 

Proof I. The definition of [u = v] is symmetrie in u and v. 
2 and 3 are proved by induetion on rank (u). Let XE .0J(u). Then 

[x E u] = 2: u(y)·[x = y], 
YE!'i!(ul 

hence 

u(x)· [x = x] ::; [x E u] if x E .0J(u) 
u(x) ::; [x E u] by the induetion hypothesis [x = x] = 1. 

Therefore 

(Vx E .0J(u»[[u(x) => [x E u]] = 1] 

and 

[u = u] = TI [u(x) => [x EU]] = 1. 
XE!'i!(U) 
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Theorem 13.5. Let u, u', v, v', W E V(B). Then for each a 

1. [rank (u) < 0:] 1\ [rank (u') < a] 1\ [rank Cv) ::; 0:] 
-+ [u = u']· [u E v] ::; Ku' E v]. 

2. [rank (u) < a] 1\ [rank (v) ::; 0:] 1\ [rank (v') ::; 0:] 
-+[UEV]'[V = v']::; [UEV']. 

3. [rank (u) ::; 0:] 1\ [rank (v) ::; a] 1\ [rank (w) ::; a] 
-+[u = v]·[v = w]::; [u = wB. 

Proof (By induction on 0:). 

1. If rank (u) < 0:, rank (u') < a, and rank (v) ::; 0:, then 

[u = u']·[u E u] = 2: v(y)·[y = u]·[u = u'] 
YE!ß(V) 

::; ! p(y). [y = u'] by the induction hypothesis for 3 
YE!l1(V) 

= Ku' E vl 

2. If rank (u) < 0:, rank (l') ::; 0:, and rank (v') ::; 0:, then for y E !2(v) 

[u = y]. v(y)· [u = v'] ::; [u = y]. v(y)(v(y) => [y E v']) 

::; [u = y] [y E v'] 
::; [u E v'] by 1. 

Therefore taking the sup over all y E .01(v) 

[ru EU]' [v = v'] ::; [u E v']. 

3. If rank (u) ::; 0:, rank (1') ::; 0:, and rank (w) ::; 0:, then for XE .!ZJ(u) 

[u = u]·[v = w]·u(x)::; [u = vl[v = W]'[XEU] 

::; [x E vl[v = wB 
by Theorem 13.4(3) 
by 2 

::; [x E w] by 2. 

Hence 

[u = v]·[v = w]::; TI [u(x) => [x E w]] 

and by symmetry, 

[u = vl [v = wB::; TI [w(x) => [x EU]]. 
XE!lJ(W) 

Hence by Definition 13.3.2. 

[u = vl[v = w] ::; [u = wB. 

Corollary 13.6. For u, u', v, v', W E V(Bl, 

I. [u = u']· [u E v] ::; Ku' E v]. 
2. [u E vl [v = v'] ::; [u E v']. 
3. [u = vl[v = w] ::; [u = wB. 

Corollary 13.7. For Ulo ... , un , u~, ... , u~ E V(B), 
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Remark. Therefore V(B) = <V(B), ~,E) is a B-valued structure for the 
language .Po. Even more, V(ß) is a B-valued model of ZF i.e. V(B) satisfies 
each axiom of ZF. Here a formula p of the language Sfo is satisfied by V(B) 

iff [p] = 1 interpreting E (of 2 0) by E. We shall not give a direct proof of this 
statement but use the results of §9. 

Definition 13.8. V,.(ß) = < V,.(Bl, ;;, E) is defined by 

i'> 
[u = v],. = [u = v] 

[u E v]a ~ [UE v] 

for u, v E Va(B). (We write [ ],. for [ ]V)B).) 

Remark. Thus Va(B) is a B-valued structure for .Po. Next we shall prove 
that this sequence of structures satisfies the conditions specified in §9. (See 
Remark following Definition 9.2) Obviously Va(B) satisfies 1 and 2. We will 
now show that Va (ß) also satisfies 3, 4, and 5. 

Theorem 13.9. Va(B) satisfies the Axiom of Extensionality. 

Proof Let u, v E Va (ß). Then 

[('ix)[x E u -<-> XE V]]a = TI [X E U -+ X E V]a' TI [x E V -+ X E U]a 
xeVa(U) xeVa(B) 

~ TI (U(X) => [X E V]) TI (V(X) => [x EU]) 
xe!?(u) xe!6(v) 

by Theorem -13.4(3) 

= [u = v] = [u = v]a. 

Theorem 13.10. If U E V~~\ then U is defined over Va(B), i.e., 

('iv E V~!)l)[[V E u] = 2: [v = x] [x EU]]' 
xeva(B) 

Proof Let U and V be in V~I!\. 

[v E u] = 2: u(x),[v = x] 
xe!P(u) 

~ 2: [x E ul [x = v] by Theorem 13.4(3) 
xe!P(u) 

~ 2: [x E u]· [x = v] since ~(u) s; V)B) 

xeva(B) 

~ [v E u] by Theorem 13.6. 

Therefore 

[v E u] = 2: [v = xl [x EU]. 
xeVa(ß) 

Theorem 13.11. For every formula p of .Po, 

(Val> ... , an E Va(B»(3b E V~~\)(Va E Va(B»[[p(a, a1, ... , an)]a = [a E b]]. 

124 



Proof Let a1 , •.. , an E V,/ß) and define b: V«(B) --+ B by 

b(a) = [g>{a, ab ... , an)]« for a E Va(ß). 

Then b E V~I':'\ and 

[a E b] = .2 [<p(a', a1 , .•. , an)]«· [a' = a] 
a'EVa(1I) 

:s: [<p(a, a1 , •.. , an)]a 

On the other hand, for a E Va(B) 

by Theorem 13.4(3). 

by the Axioms of Equality. 

Remark. Since the conditions of §9 are satisfied by (Va(ß) I 0: E On), we 
have, by Theorem 9.26, the following result: 

Theorem 13.12. V(ß) is a B-valued model of ZF. 

Remark. The following theorem is very useful. 

Theorem 13.13. For U E V(ß), 

1. [(:lx E u)<p(x)] = 2: u(x)· [<p(x)]. 
XE!ZJ(U) 

2. [(V'x E u)<p(x)] = n (u(x) => [<p(x)]). 
:"E~(U) 

Proof For U E V<B" 

[(:lx E u)<p(x)] = .2 [x' E u]· [<p(x')] 
X'EV(ll) 

= .2 .2 u(x)· [x = x']. [<p(x')] 
X'EV(lI) XE~(U) 

:s: .2 u(x)· [<p(x)] by the Axioms of Equality 
XE!iJ(U) 

:s: 2: [x' E u]· [<p(x')] by Theorem 13.4(3). 
X'EV(B) 

This proves 1, and 2 follows by duality. 

Definition 13.14. Let B' be a complete Boolean algebra. Then B is a 
complete subalgebra of B' iff B is a subalgebra of B', B is complete, but in 
addition, for each A s IBI 

and 

.2BA = .2B'A, 
that is, a dass A s IBI has the same sup and inf relative to B that it has 
relative to B'. 
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Remark. Next we shall show how V can be embedded in V<ß). As 
preparation we prove the following. 

Theorem 13.15. Let B be a complete subalgebra ofthe complete Boolean 
algebra B'. Then 

I. V(B) s; V<B'). 

2. U, V E V(B) --+ [u E V]<B) = [u E V]<B') A [u = v](B) = [u = V]<B'). 

Proof (By induction) 

1. Obvious, since any function into Bis also a function into B'. 
2. Follows from the fact that TI and 2, over values in B, are the same in 

Band B' respective\y. 

Remark. Since any (standard) set u may be identified with the function 
Ju having domain u and assuming the constant value 1 on u, we expect that 
V can be identified with some part of V<B). The corresponding mapping is 
dcfined in the following way. 

Definition 13.16. For YE V, Y ~ K\', I) I XEY} is defined by recursion 
with respect to the well-founded E-re\ation. 

Remark. Obviously, y E V(2). 

Theorem 13.17. For x, y E V, 

I. XE Y ~ [i E y] = 1 A x fj: Y ~->- [i E y] = 0, 
2. x = y +->- [i = y] = 1 A x =1= Y -(->- [i = y] = 0, 
3. ("lu E V(2)(3! v E V)[[u = u] = 1]. 

Proof 1 and 2 are proved simultaneously by induction from Definition 
13.3. Proving this is in fact a very good exercise that we leave to the reader. 
In order to prove 3, let u E V(2) and assume as induction hypo thesis 

(i) ("Ix E E&(u»(3! Z E V)[[x = z] = 1]. 

(Note that u E V(2) --+ E&(u) s; V(2).) 
Let y be {z E V I (3x E E&(u»[[x = z] = 1] A [x E u] = I]) (which is a set 

by (i), since E&(u) is a set). Ohviously, [u = y] = 1 (using (i». The uniqueness 
of y folio ws from 2 and the Axioms of Equality for V(2). 

Therefore, identifying V with the indicated part of V(2) we ohtain an 
embedding of V in V<B). 

Exereise. Define v E V(B) as follows. Let bEB and E&(v) = {O, I}, 

v(O) = b, ver) = -b. Then 

1. [v s; 2] = 1. 
2. [0 E v] = b A [I E v] = -b. 

3. [v E 3] = b. 
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Theorem 13.18. Let B be a complete subalgebra ofthe complete Boolean 
algebra B' and cp(u[, ... , un) be a forrnula in which every quantifier is bounded 
(i.e., of the form :lx E Y or '<Ix E y). Then for Ul, ... , Un E V(ß), 

(i) [cp(u l , ... , un)](ß) = [cp(u l , ... , unWB '). 

Proo;: (By induction on the number of logical symbols in cp.) If cp is 
atomic, (i) is true by Theorem 13.15. The only nontrivial case is 

cp(u, Ul , ... , un) = (:lx E u)t/;(x, U, Ul , ... , un). 

Then for U, Ub ... , Un E V(ß\ 

(ii) [cp(u, U b ... , un)ll(ß) = 2(U) u(x)· [t/;(x, U, U b ... , Un)](B) 

XE!P(U) 

by Theorem 13.13 

= 2(ß) u(x)· [t/;(x, U, U!. ... , Un)](B') 

XE~(U) 

by the induction hypothesis 

= [cp(u, U b ... , Un)](B') 

by Theorem 13.13, 

since 2xE!I(U) in (ii) is the same in Band B' (note that ~(u) <::; V(B) by assump­
tion). 

Corollary 13.19. If ,HUb"" un ) is a bounded formula (i.e., a formula 
containing only bounded quantifiers), then for U l , ... , Un E V, 

<p(L1 l , ... , un) -<-> [</>(u b ... , un)](B) = 1. 

Praat: Apply Theorem 13.18 to the Boolean algebra 2 which is a com­
plete slIbalgebra 01' each Boolean algebra Band use Theorem 13.17. 

Remark. As an application of Corollary 13.19 we give a direct proof of 
the following theorem. 

Theorem 13.20. V(II) satisfies the Axiom of Infinity. 

Praa;: We have w E V(2) <::; V(ß) and 

(:lX)[XEw] 1\ ('<IxEw)(:lYEw)[XEY] 

is a bounded formlIla which is provable in ZF. Hence by Corollary 13.19 

[(:lx)[x E w] 1\ ('<Ix E w)(:ly E w)[x E YlTI = 1 

which is one form of the Axiom of Infinity. 

Remark. Another formlIla with bounded quantifiers is Ord (a) which 
expresses" a is an ordinal," hence by another application of Corollary 13.19 
we obtain the following. 

Theorem 13.21. [Ord (a)] = 1 for each a E On. 

Remark. On the other hand, we have the following result. 
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Theorem 13.22. For u E V(Bl, [Ord (u)] = Laeon [u = an. 
Proof [u = a] = [u = a]· [Ord (a)] ~ [Ord (u)] by CoroIIary 13.7. 

Therefore Laeon [u = a] ~ [Ord (u)]. In order to prove [Ord (u)] ~ 

LaEOn [u = an, note, from Theorem 13.17, that 

cx =f ß ~ [x = a]· [x = ,8] ~ ~a = ,8] = o. 
Therefore, for each XE V(B), 

Dx ~ {g I [x = {] > O} 

is a set (using the fact that the mapping g ~ [x = {] is a one-to-one function 
on D x and [x = a] ranges over the set B). Thus D = Uxe~(u) Dx is a set, and 
taking an ordinal cx greater than sup D we obtain 

(Vß ~ cx)(Vx E 22(u»[[x = ,8] = 0]. 

Therefore 

(i) [a E u] = L u(x)·[x = a] = O. 
;",E~(U) 

Since V(B) is a model of ZF, [Ord (a)] = land 

[Ord (U)~UEa V u = a V aEU] = 1 

i.e., 

[Ord (u)] ~ [u E a] + [u = a] + [a E u] = [u E a] + [u = a] by (i) 

= L [u = [] + [u = a] since a({) = 1 
~<a 

= L [u = [] ~ L [u = {]. 
~s;a ~EOn 

Corollary 13.23. 

1. [(3u)[Ord (u) 1\ c/>(II)]] = L [c/>(a)]. 
aeOn 

2. [(Vu)[Ord (u) ~ c/>(u)]] = f1 [c/>(a)]. 
aeDn 

Proof 

[(3u)[Ord (u) 1\ c/>(u)]] = L [Ord (u)l [c/>(u)] 
UEV(II) 

~ L L [u = a][c/>(u)] by Theorem 13.22 
UEV(B) aeOn 

~ L [c/>(a)] 
C'eOn 

~ L [Ord (u)]· [c/>(u)] by Theorem 13.21. 
UEV(B) 

Therefore quantification over ordinals can be replaced by quantification 
(in the Boolean sense) over the standard ordinals. ln view of Theorem 13.21, 
this result corresponds to the fact that M and M [G] have the same ordinals. 
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In order to help the reader in getting more familiar with the Boolean­
valued model V(B) we conclude this section with some examples. 

1. [0 = 0] = 1. 

Proo! Note that 0 in Ö is the empty set in V whereas 0 on the left-hand 

side of 0 = Ö is the empty set in V<B>, i.e., 0 = a is to be replaced by its 
defining formula (Vx)[x 1= a]. Now for x E V(B), 

[x E Ö] = 2: [x = v] = 0 since P2(Ö) = 0 (empty set in V). 
VE!d(Ö) 

Therefore 

[(Vx)[x 1= Öl] = f1 [x 1= Ö] = 1. 
XEV(B) 

2. [a + 1 = (a + Ir] = 1. 

Proo! The meaning of 2 is 

[(Vy)[y E a v y = a -<-> y E (a + 1)"] = 1. 

To prove this we first note, from Definition 13.3, that 

[y E a V y = a] = (2: [8 = y]) + [a = y] 
öEa 

= 2: [8 = y] 
öE(a+ 1) 

= [yE(a + 1)"]. 

Then by Corollary 13.23 

[(Vy)[yEa V y = aüyE(a + 1)"] = f1 [yEa V y = a+->yE(a + Ir] 
öEOn 

=1 

3. [0 E W 1\ ('Ix E w)[X + 1 E w]] = 1. 

ProG! 

[(Vx E w)[x + 1 E w]] = f1 [ii + 1 E w] 
nEw 

nEO) 

= 1. 

3 also follows directly from Corollary 13.19. 
4. For a E V(B>, nE w -+ [0 E a 1\ ('Ix E a)[x + 1 E a] -+ ii E a] = l. 

Proo! (By induction on n.) The case n = 0 follows from 1. 

[('Ix E a)[x + 1 E a]]-[ii E a] :::;; [ii + 1 E a] 
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hence, by the induction hypothesis and 2, 

[0 E a t\ (Vx E .1) [x + I E a]ll ~ [(n + I)~ E all. 

5. [OEa 1\ (\Ix Ea)[x + I Ea]-+w s; a] = 1 for aE V(ß). 

Prao! 

[0 E a 1\ (\Ix E a)[x + I E a]] ~ TI [n E a] by 4 

= [01 s; an. 
6. [w = 01] = 1. 

Praa! w = a H cp(a) where cp(a) is 

OE a 1\ (\Ix E a)[x + I E a] 1\ (Vy)[O E Y 1\ (\Ix E y)[x + I E y]-+ a s; y]. 

Thus, from 3 and 5, [w = wB = 1. Therefore, w in V(ß) is w. 
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14. Another Interpretation of V(B) 

The aim of this section is to prove that "M is a standard transitive model 
of ZF containing all the ordinals" and "V = M [F]" hold in V(B) for suitable 
M and F (Theorems 14.21 and 14.24). 

We introduce a new unary predicate constant M( ) and extend our 
former structure Va(B) = < Va(B), ;;;;;, e) to a B-valued structure (denoted by 
the same symbol) Va(B) = <Va(B), ;;, E, M a ) by defining 

[M(u)]a = 2: [u = k-] for U E Va(B). 
k"R(a) 

In order to show that the new extended structure Va(B) is in fact a B-valued 
structure, we have to show that the Axioms of Equality remain valid. 

Theorem 14.1. u, v E Va(B) --+ [u = vli·[M(u)]a :s; [M(v)]a. 

Proof. For u, v E Va(B), 

[u = v]· [M(u)]a = 2: [u = v][u = k-] 
k"R(a) 

:s; 2: [v = k-] = [M(v)]a. 
k"R(a) 

Theorem 14.2. Let u E V~J!\ and k E V. Then 

1. CI! :s; rank (k) --+ [k- E u] = o. 
2. CI! < rank (k) --+ [k- = u] = o. 
Proof (By induction on CI!.) 

I. Let IX :s; rank (k). Since f2(u) s; Va(B) 

[k- E u] = 2: u(x) . [x = k-] = 0 
x,,~(u) 

by the induction hypothesis for 2. 
2. Let CI! < rank (k). Then (3k1 E k)[IX :s; rank (k:)] and hence by 1 

[k- = u] :s; TI [k-1 E u] = O. 
kI"k 

Remark. From Theorem 14.2 the following result is easily proved. 

Theorem 14.3. If u E Va(B) and IX :s; ß, then [M(u)]a = [M(u)]ß' 
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Remark. Therefore the new structures Va(ß) = <Va(ß), ;;, E, M a> satisfy 
the conditions of §9 (p. 87-88) and hence by Theorem 9.26 we obtain the 
following. 

Theorem 14.4. V = < V(ß), ~,E, M> is a B-valued model of ZF. 

Remark. Note that M(u) is a Boolean expression of" u is a member of 

V" where ~. = {_X' I x E V} is a Boolean representation of V(2) which is 
isomorphie to V. Therefore we can talk about V in V(ß) by using the predi­
cate M. 

Definition 14.5. An element b of a Boolean algebra B (wh ich need not 
be complete) is called an atom iff b =1= 0 and 

(Vb' E IBI)[b' ~ b -7- b' = 0 V b' = b] 

i.e., iff b is a minimal element of B - {O}. A Boolean algebra B is called 
nonatomic iff B has no atoms. 

Remark. A complete nonatomic Boolean algebra B does not have any 
complete ultrafilter F, since otherwise DbEF b would be an atom of B. 

For the following, B always denotes a complere Boolean algebra. 

Theorem 14.6. If Bis nonatomic and S S B = IBI, then 

f1 b· f1 (-b) = O. 
bES bEB-S 

Praaf Suppose DbES b· DbEB-S (-b) =1= O. Then 

(VbEB) ---, [bES t\ -bES] 

and 

(Vb E B) ---, [b E B - S t\ - bEB - S] 

hence 

Let bo = DbES b. If bo E S, S is a complete ultrafilter contrary to the assump­
tion that B is nonatomic. On the other hand, if bo rt= S, then bo E B - S, hence 

f1 b· f1 (-b) ~ bo(-bo) = O. 
bES bEB-S 

This is a contradiction. 
Remark. For the remaining part of this section, let 

be defined by 

Obviously, FE V(B). 
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Theorem 14.7. If bo is an atom in Band S = {b E BI bo ::; b}, then 
[F = S] = bo. 

Proo}: From the definition of Sand the fact that bo is an atom it is 
easily shown that 

b E S ~->- - bEB - S. 

Since, by Theorem 13.16, [.\' = b] = 0 unless x = b it follows from Theorem 
13.2 that [b E F] = F(h). Then 

[F = S] = n [F(b) =0- [b E S]]· n F(b) 
bEn beS 

ben-s 

= bo• 

Theorem 14.8. [F<;; B] = 1. 

beS 

Proo! [F<;; R] = TIbED (F(b) =0- [b ES]) = 1. 

Remark. If B has an atom, [M(F)] > 0 by Theorem 14.7. On the other 
hand, if Bis nonatomic [M(F)] = 0: 

Theorem 14.9. If Bis nonatomic, then [M(F)] = O. 

Proo! . TIM(F)TI = l/{EV [F = k] 

[F = kB i= 0-;.0 < [F = k].[F <;; BTI by Theorem 14.8 

-;. 0 < rrk <;; S] = n [.\' ER] = 1 
xe~(k> 

by Corollary 13.18. 

Therefore [M(F)TI = lS<;:/l [F = Sn. But for S <;; S, 

[F = S] = n (F(h) ~. [b ES])· Il F(b) 
ben beS 

= Il -b·Ilb=O by Theorem 14.6. 
beD-S beS 

Hence [M(F)] = O. 

Remarl\. Since M (u) is the Boolean expression of "u E V" we might 
expect that M is a model of ZF in the Boolean sense, i.e., [,pM] = 1 for every 
axiom ,p of ZF where ,pM denotes (I> with all quantifiers restricted to M. We 
also write a E M for M(a). 

Theorem 14.10. M is transitive in V(ß), i.e., 

("lu E V (B») [[("Ix E u)[M(u) -+ M(x)]] = 1]. 
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Proof Let U E V(B). Because of Theorem 13.13.2 it suffices to show that 

f1 (u(x) => [M(u) ~ M(x)]) = 1 
xe!'d(u) 

i.e., 

(i) (\Ix E ~(u))[u(x)·[M(u)] ::; [M(x)]]. 

Therefore, if x E ~(u), 

[u = k] ::; (u(x) => [x E k]). 

(ii) u(x)· [u = k] ::; [x E k] and 

(iii) [x E k] = L [x = kl ] ::; L [x = kl ] = [M(x)]. 
klek kleV 

Combining (ii) and (iii), 

u(x)· L [u = k] ::; L [x E k] ::; [M (x)]. 
keV keV 

This proves (i). 

Theorem 14.11. (\Ix E V(B»)(3k E V)[[M(x)] ::; [x E k]]. 

Praaf Let XE V(B). Then x E V~J':\ for some a. Choose k = R(a + 1). 
Then 

[M(x)] = L [x = ko] = L [x = ko] by Theorem 14.2.2 
koeV koeR(a + 1) 

= L [x = ko] [ko E k] ::; [x E kn. 
koek 

Remark. In fact, in Theorem 14.11 we have = instead of :s; i.e., 

[x E k] = L [x = a] ::; [M(x)]. 
aek 

Theorem 14.12. M is almost universal in V(B), i.e., 

(\lu E V(B»)[[U s; M ~ (3y E M)[u s; y]] = 1]. 

Praaf Let u E V(B). By Theorem 14.11, for each x E ~(u) there exists a 
k x such that 

[M(x)] ::; [x E kxn. 
(From the proof of Theorem 14.11 we see that we can take 

k:c = R(a(x)) where a(x) = p.oCx E Va~\). 

Since ~(u) is a set we can then define {kx I x E ~(u)} without using the Axiom 
of Choice.) 

Let k = Uxe!'d(u) k x • Then 

[u s; k] = f1 (u(x) => [x E k]) 
xe!'d(u) 

2: f1 (u(x) => [M(x)]). 
xe!'d(u) 
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Therefore, 

[u ~ M]::; f1 (u(x) => [M(x)])::; 2: [u ~ Yll [M(y)] 
XEW(U) YEV(ß) 

::; 2: [M(y)] [u ~ y] = [(3y E M)[u ~ y]]. 
YEV(ß) 

Remark. We know that VCß) satisfies the Axiom of Pairing. Boolean­
valued pairsets and ordered pairs are defined in the following way. 

Definition 14.13. For u, v E VCB): 

{u, v}(ß) ~ {u, v} x {I} 

{u}(ß) ~ {u, u} x {I} = {u} x {I} 
<u, v)(ß) ~ {{U}CBl, {u, v}CBlym. 

These definitions are justified by the following theorem. 

Theorem 14.14. For u, v E VCßl, 

1. [{u, vyn) = {u, v}] = 1. 
2. [{uynl = {u}] = 1. 
3. [<u, V)CB) = <u, v)] = 1. 

Proof 1. It is sufficient to prove 

[(Vx)[x = u V x = v <-+ X E {u, V}CBJ]] = 1. 

But this follows from the fact that for all XE VCB) 

[x E {u, V}CB)] = [x = u] + [x = v] 
= [x = u V x = v]. 

The arguments for 2 and 3 are similar. 

Theorem 14.15. {k- l , k-2YBl = {kl , kz}v and hence 

[{k-l , k-2} = {k l , k 2}V] = 1. 

Proof Obvious from the definitions and Theorem 14.14.1. 

Theorem 14.16. 

l. [(3x)(3y) [{x, y}Cm = k-l A cp(x, ym = 2: [cp(k- 2 , k-3)]. 

{1c2. lca)= lc l 

2. [(3x)(3y)[{x, yYBl E kl A cp(x, y)]] = 2: [cp(k-2 , k-3)]. 

{1c2. lca)EIc1 

Proof 1. In ZF we have 

(3x)(3y) [{x, y} = k- l 1\ cp(x, y)] -++ (3x E k-1)(3y E k-1)[{x, y} = k- l 1\ cp(x, y)]. 
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Hence by Theorem 13.13.1 

[C3x)(3y)[{x, y} = k 1 A r(x, y)]] = L [{k 2 , k 3 } = k 1 ] [r(k2 , k 3 )] 

(k2. k 3} Ek , 

L [r(k2 , k;J)] by Theorem 14.15. 
{k2. k 3} = '" 

2. Similarly, in ZF 

(3x)(3Y)[{X,Y}Ek1 A r(x, y)] +->(3z E k 1)(:3x)(3y) [{x, y} = Z A zEk1 A r(x,y)] 

therefore 

[(3x)(3y)[{x, y} E k 1 A r(x, y)]] = L [(3x)(3y) [{x, y} = k A r(x, y)]D 
keIL! 

= L L [r(k 2 , k 3 )] by I 
kEk, U'2.1c3} =k 

L [r(k 2 , k 3)]. 
( 1c2. k 3} Ek , 

Remark. By the same method we can prove the following: 

Theorem 14.17. 

I. [(3x)(3y)[<x,y) = k 1 A r(x, y)]] = L [r(k 2 , k 3 )]. 

(1c2.k3) = k, 

2. [(3x)(3y) [ <x, y) E k 1 A r(x, y)]] = L [r(k 2 , k 3 )]. 

Theorem 14.18. [On<;; M] = 1. 

Praa! Let U E V(ß). Then 

[Ord (u)] = L [u = a] 
aeOn 

( 1c2. k 3) Ek , 

by Theorem 13.22 

:s; L [u = kn = [M(u)]. 
kEV 

Remark. Before proving that (in the Boolean sense) M is closed under 
Gödel's eight fundamental operations ,~ .... ~, (See Definition 14.2 Intro­
duction to Axiomatic Set Theory) we prove the following absolutcness 
property for the ~'s: 

Theorem 14.19. [.?J;'(k 1 , k 2 ) = .?J;'(k 1 , k2)~] = 1 for i = 1, ... ,8. 

Praa! By Theorem 14.15 (for i = I) and the following lemmas. 

Lemma 1. Ck 1 n E = (k 1 n En = 1 where E - {<x, y) I XE y}. 

Praa! Let II E V(ß}. Then 

[u E (k 1 n E)] = [(3x)(3y)[<x, y) E k 1 /, <x, y) = u A XE y]] 

L [u = <k2 , k 3) A k 2 E k 3 ] by Theorem 14.17.2 
(k2. k 3) Ek , 

= L [u = ko] = [u E (k1 n E)~]. 
"OEk,r'lE 
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Lemma 2. [(k 1 - k2) = (k1 - k2)V] = 1. 

Proaf 

k 1 - k 2 = {(k, I) I k E k j } - {(k, 1) I k E k 2 } 

= {(k, I) I k Ek1 - k2 } = (k1 - k2)v. 

Lemma 3. [Ck1 I" k2 ) = (k 1 I" k2)V] = 1. 

Proaf For U E V(ß), 

[u E (k 1 I" k2 )] = [(3x)(3y)[(x, y) E k 1 1\ U = (x, y) 1\ XE k2 ]] 

2: [u = (k3 , k4 ) 1\ k3 E k 2 TI by Theorem 14.!7.2 
<k3. k .>Ekl 

2: [u = (k3 , k4 )] 

<k3. k .> Ekl 
k3 EkZ 

2: [u = k] by Theorem 14.15 
kE(kl,kz) 

= [u E (k 1 I" kz)V]. 

Lemma 4. [k 1 n k2 = (k 1 n k 2)"] = 1. 

Praaf 

k 1 n k2 = {(k, I) I k E k 1} n {(k, I) I k E k2 } 

= {(k, I) I k E k1 n kz} 
= (k 1 n kz)v. 

Remark. Therefore we need not consider the intersection with k 1 in 
ff;(k), k 2) for i = 5, ... ,8. 

Lemma 5. [!Z1(k1 ) = Et1(k j )V] = 1. 

Praaf Let u E V(ß). 

[u E Et1(k1)] = [(3x)(3y)[(x, y) E k1 1\ U = xl] 

2: [u = k3 ] by Theorem 14.17.2 
<k3. k .>Ek l 

2: [u = k 3 ] = [u E Et1(k1)V]. 
k3E9(kl) 

Lemma 6. [(k 1)-1 = (k 1 - 1)"'] = 1. 

Praaf For U E V(ß), 

[u E (k1) -1] = [(3x)(3y) [(x, y) E k1 1\ U = (y, x)]] 

2: [u = (k3 , k 2> "'] 
<kz.k3>ekl 

Lemma 7. 

[{<x, y, z) I (x, z, y) E k1} = {(x, y, z) I (x, z, y) E k1}"'] = 1. 
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Proo! (By the same method as before.) Let u E V<B}. Then 

[u E {(x, y, z) I <x, z, y) E k-1}] 

= [(3x, w)[(x, w) E k- 1 /\ (3y, z)[w = <z, y) /\ u = <x, y, z/ ]]ll 

.L [(3y)(3z)[k-4 = <z, y) /\ u = (k-3 , y, z)]] 
(k3. k 4)e k , 

.L .L [u = <k-3 , k-s , k(6 )] 

(k3.k.)ek, <k6 .1<5> = k4 

.L .L [u = (k 3, k s , k 6 ) V] 
<k3.k4)ek, <k6.k5) = 1<4 

.L [u = k-] 
ke{ (k3.k5.k6>I<k3.k6 .k5)ek, } 

= [U E {<x, y, z) I <x, z, y) E k1}V]. 

Remark. FinaIly, by the same method, we can prove the following. 

Remark. This completes the proof of Theorem 14.19. From Theorem 
14.19 we can easily prove the following result. 

Theorem 14.20. F or i = 1, ... , 8, 

(yU, V E V(Bl)[[M(u) /\ M(v) ---+ M(§{(u, v))] = 1]. 

Proo! Let u, v E V(Bl. Then 

[u = k-1]-[u = k2] :::; [§{(u, v) = .~(kl' k2)] 

:::; [§{(u, v) = §{(k1 , k 2 )V] 
:::; [M(Fj(u, vm· 

by Corollary 13.7 
by Theorem 14.19 

Therefore, 

[M(u)]· [M(v)] :::; [M(§{(u, v))]. 

Remark. As a consequence of Theorems 14.10, 14.12, 14.18, and 14.20 
we have the following. 

Theorem 14.21. In V<B>, M is a standard transitive model of ZF contain­
ing all the ordinals, i.e., 

[('lu, v)[M(u) /\ v E U ---+ M(v)]] = 1 

[(yu)[Ord (u) ---+ M(u)]] = 1. 

[tfoM] = 1 for each axiom tfo of ZF where tfoM is obtained from tfo by rela­
tivizing all the quantifiers occurring in tfo to M. 
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Remark. There is an easier way to show [.pM] = 1 for every axiom .p of 
ZF than the one stated above. Let.p be (Vx)ifJ(x). Then 

[.pM] = [(Vx)[M(x) -+ ifJ(x)]] = Il ([M(u)~ => [ifJ(u)]) 
UEy(8) 

Il (2: [u = k] => [ifJ(U)]) 
UEy(B) kEV 

= n n ([u = k] => [ifJ(u)]) 
UEv(B) kEV 

= n Il ([u = k] => [ifJ(k)]) 
UEV(B) kEV 

= Il [ifJ(k)]. 
kEV 

Now if.p is an axiom of ZF, then since V is a model of ZF, ifJ(k) is true 
for each k E V. Hence, (Vk E V)[[ifJ(k)] = 1], because V(B) 1= ZF. 

A similar argument shows that if .p is (3x)ifJ(x), then 

[.pM] = 2: [ifJ(k)]. 
kEV 

Since V is a model of ZF, (3ko E V)[ifJ(ko)], hence [ifJ(ko)] = 1. 
Since also [F ~ M] = 1 (by Theorem 14.8) we may consider M[FJ in 

V(B). In fact, it will turn out that V = M [F] in V(B). The proof of this state­
ment is a corollary of the following theorem which shows that the method of 
forcing on the one hand and the method which uses the models V(ß) are 
essentially equivalent (cf. Corollary 14.23). For the remaining part of this 
section we assume the Axiom of Choice (in V). 

Theorem 14.22. Suppose that N is a countable standard transitive 
model of ZF + AC such that BEN. Let P be the partial order structure 
associated with B (thus <N, P> is a setting for forcing). Then for any set Go 
which is P-generic over N we can define a mapping h: (V(ß»)N -+ N[GoJ 
which is onto and satisfies 

(i) hO([P(Ul' ... ' un)]) = 1.,-> N[GoJ 1= p(h(u1), •.• , h(un)) for U1 , ... , Un E 

(V(B»)N and p any formula of .Po({M}). Here M(a) is interpreted in N[GoJ 
as a E N and ho is the N-complete homomorphism from IBI into 121 asso­
ciated with Go. Consequently 

(ii) ho([M(u)]) = 1 -<+ heu) E N for U E (V(B»)N. 

Proof Given Go which is P-generic over N and ho: IBI-+ 121 where ho 
is associated with Go in the familiar way, define h: (V(B»)N -+ V by induction 
as follows: 

heu) = {hex) I XE E&(u) A ho([x EU]) = I} for U E (V(B»)N. 
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Then we have for u, v E (V(B»)N, 

1. ho([u = v]) = 1 --- heu) = h(v). 
2. ho([u E v]) = 1 -<-'> heu) E h(v). 

1 and 2 follow from the N-completeness of ho, since 

heu) = h(v) -<-'> (Vx E 2tl(u»[ho([x EU]) = 1 --+ hex) E h(v)] 
1\ (Vx E 2tl(v»[ho([x E v]) = 1 --+ hex) E heu)] 

and 

heu) E h(v) -<-'> (3y E 2tl(v))[h(u) = h(y) 1\ ho([y E um = 1]. 

Furtherrnare, 

3. (Vk E N)[h(k) = klo 

This follows by induction on rank (k) using the fact that 

h(k) = {hex) I XE 2tl(k) 1\ ho([x E k]) = 1} 
= {hex) I (3k l E k)[x = kr]} 
= {h(k l ) I k l E k}. 

Since 

[M(u)] = .L [u = k] 
keN 

.L [u = k] 
keR(a)f"1N 

for some IX E OnN by Theorem 14.2.2 and the fact that N is a model of ZF. 
Hence, by the N-comp1eteness of ho, 

h([M(u)]) = 1 ++ (3k E N)[h([u = k]) = 1] 
+->- (3k E N)[h(u) = h(k)] by 1 
--- heu) E N by 3. 

Consequently 

4. ho([M(u)]) = 1 +->- heu) E N, u E (V(B»N. 
Let FN be F I n, i.e., FN : Inl --+ B defined by 

FN(b) = b for bEB. 

Then 

h(FN ) = {h(k) I k E B 1\ ho([k E F]) = 1} 
= {h(k) I k E B 1\ ho(F(k» = 1} 
= {b I bEB 1\ ho(b) = 1}. 

Thus 

5. G = h(FN ) is the N-complete ultrafilter associated with ho and Go. 
Next we prove that ho preserves all the sums 
6. Lxe(v(B»N [qJ(xl , Ul' ... , un)] where qJ is a formula of ~({M( )}) and 

(V (ß»)N Ur. ... , Un E . 
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If ffJ is a formula of !l'o({M( )}) and UI , ... , Un E (V(B»N, then the sequence 
S = <[cp(x, U1, .•. , un)] I XE (V(B»N) is definable in <N, E, B) and the range 
of S, 1r(S), is contained in B which is a set in N. Therefore, by the AC in N, 
there is a function fE N such that 1f/(f) = 1f/(S) and hence 6 in N is equal 
to a sum over a set in N which is preserved by ho since ho is N-complete. 
(Note that we have used the same argument in the proof of 4.) Now let 
NI = {hex) I XE (V(B»N}. Then for UI , ... , Un E (V(B»N, and cp a formula of 
!l'o({M( )}), 

7. hO([ffJ(uI , ... , unm = 1 -- NI 1= ffJ(h(UI)' ... , h(un». 
This is proved by induction on the number of logical symbols in cp using 1 
and 2, and, for the induction step, the fact that ho preserves the sums 6. 
Furthermore, if cp contains the symbol M( ), we understand by 7 that M(a) 
is interpreted as a E N in NI in accordance with 4. 

8. Vu E (V<B»N,h(u) E N[G] = N[Go]. 

Let U E (V(B». Then 

heu) = {hex) I x E ~(u) /\ ho([x E um = I} 
heu) = {hex) I x E ~(u) /\ [x E u] E G}. 

Now [x E u] for x, u E (V(B»N is definable in N[G] from B, hence heu) E N[G], 
since N[G] is a standard transitive model of ZF. Applying 7 to cp where ffJ is 
an axiom of ZF, we see that NI is a standard transitive model of ZF and 
contains N as a subset (because of 3). Furthermore, G = h(FN) E NI and 
NI s::; N[G] by 8. Since N[G] is the least standard transitive model of ZF 
containing G as an element and N as a subset we must have NI = N[G]. 
Therefore h is onto and 7 is just (i). 

Corollary 14.23. Suppose that <N, E, B) is elementarily equivalent to 
< V, E, B) where N is transitive, countable and BEN. Let P be the partial 
order structure related to B. Then for every sentence cp of !l'o({M( )}), [cp] = 1 
(i.e., cp holds in V(B» iff N[G] 1= cp for aIl sets Gwhich are P-generic over N. 
(M(a) is interpreted in N[G] as a E N.) 

Proo! If [cp] = 1 in V(B), [cp] = 1 in (V(B»N and the concIusion folIo ws 
from (i) of Theorem 14.22. Conversely, if [cp] =1= 1 in V(ß), then b = [ffJ] =1= 1 
in (V(B»N, hence taking some ho: IBI -7121 which is N-complete and sends 
b to 0, we have, by Theorem 14.22, N[G] 1= ,cp for some Gwhich is P-generic 
over N. 

Remark. We give two applications of this method. 

Theorem 14.24. [V = M[F]] = 1. 

Proo! Let N = <N, E) be a countable transitive model of ZF + AC 
such that BEN and 

<N, E, B) is elementarily equivalent to < V, E, B). 
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(The existence of such an N can be proved in Gödel-Bernays set theory + 
Mathematical Induction.) 

V = M [F] can be written as a formula 

(Vx)cp(M(x), F) whcre cp is a formula of 2"0' 

If [V = M[F]J i= 1 in V(ß), 

b = [V = M[FN ]] i= 1 In (V(B»):-; 

hence as in the proof of Corollary 14.23 

I. N[G] F --,(Vx)cp(M(x), G) 

where G = h(FN ) and heb) = 0 for some 17: IBI->-121 that is N-complete. 
But since M(x) means XE N in N[G], (i) means that V i= N[G] in N[G]. 
This is a contradiction. 

Theorem 14.25. (Using the Axiom of Choice in v.) [AC] = 1, i.e., the 
AC holds in V(ß). 

Proof. Choose N and B as in Corollary 14.23 (again we need the system 
GB + Mathematical Induction). Then N satisfies the AC, and so does N[G] 
for every Gwhich is P-generic over N. Hence [AC] = 1 by Theorem 14.24. 
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Problem. Find a proof of Theorem 14.24 that can be carried out in ZF. 

Exercise. Give a direct proof of Theorem 14.25. 



15. An Elementary Embedding of VIFo] in V(Bl 

We have seen that in V(B), V = M[F]. Since M(u) expresses u E V in the 
Boolean sense, we might expect some relationship between the Boolean­
valued structures V[F] and V(ß). Again let B be a complete Boolean algebra 
and F: jJ -+ B be defined by F(b) = b for bEB as in §14. Furthermore, let 
Fa be the identity on B. 

Definition 15.1. We define a mappingj: V[Fa] -+ VCB) and adenotation 
operator D j on the terms and formulas ofthe ramified language corresponding 
to V[Fo] by recursion in the foIIowing way (cf. Definition 9.36): 

1. j(ls) ~ k, k E V. 

2. DlV(t» ~ [M(j(t»]. 

3. DlF(t» ~ L [j(t) = h]· b where Ct = pet) + 1. 
beRCa)f"lB 

4. Dill E ( 2) ~ [j(t l) Ej(tl )]. 

5. Dill = (2) ~ [j(tl ) = j(t2)]. 

6. Dl-,'P) ~ - Dj('P), Dl'Pl /\ 'P2) = Dl'Pl)· Dl'P2). 

7. Di(Vxnß)'P(XnP» ~ TI Dl'P(t». 
teTß 

E&(v) = {jet) I tE Tp} 

and 

v(j(t» = Dl'P(t» for tE Tp• 

Remark. We use the notation F(b) for the value of the function F at b 
and at the same time F( ) (e.g., in 3) is a formal symbol of the ramified 
language. Also [ ] refers to V[Fo] and to V(B). Despite these ambiguities it is 
hoped that the proper meaning of Fand [ ] is always clear from the context. 

Theorem 15.2. If u, v E V(Bl, if E&(u) S;; Sand E&(v) s;; S where S S;; VCBl, 

then [u = v] = TIwes [w E U +i>- W E v]. 
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Proo/ [u = l'~ .:5 TlWES [11' E Li ••• W E l'~ follows from the Axioms of 
Equality. On the other hand. 

TI [11' E U ~ • 11' E d.:5 n Ilw E Li -+ H' E l']' TI Ilw E I' -+ W EU!] 
WES WE.'l(U) weY(v) 

by Corollary 13.4.3 

= [u = v]. 

Theorem 15.3. tE Ta -+j(t) E Va(JI). 

Proo! (By induction on a.) If t = !s and !s ETa, then k E R(a), I.e., 
k E R(ß + I) for some ß < a. Therefore 

j(!s) = k = {<kl , 1> I k l E k} 

and 

From the induction hypothesis, f»(k) S; V/I). Hence 

k E Vhl~l S; Va(ll). 

If t = xß<p(xß) for some <p and tE Ta, then ß < a. For v = j(t) we have, by 
the induction hypothesis, 

f»(v) = U(t) I 1 E Tn} S; V/lll. 

Therefore 

Theorem 15.4. If I b t2 are constant terms and <p is a limited formula, 
then [<p~ = Dl<p). In particular, 

I. [tl = t2] = [j(t l ) = j(t2)]. 

2. [tl E t2~ = [j(tl ) Ej(t2)~' 

Proo! (By induction on Ord (<p).) 

I. Let ß = max (p(t l ), p(t2». Then 

[tl = 12] = TI [I E t l .... " 1 E 12] 
tETp 

by Definition 9.27.6 

= TI [j(t) Ej(tl) -<-"j(t) Ej(/2)] by the induction hypothesis 
tETp 

by Theorem 15.2 

since 

for i = 1,2. 
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2. We distinguish the following three cases: 

2.1 t1 = !sl 1\ t2 = !s2 for some k1, k2 E V. Then 
[tl E t2] = [!sI E !s2] = [k 1 E k2] 

= [j(!sl) = j(!s2)]. 

2.2 t2 = xPcp(xß). Let v = j(xßcp(xß» = j(t2). Then 

[tl E t2] = L [tl = t]-[cp(t)] by Definition 9.27.5 
teTß 

= L [}(t1) = j(t)]· D;(cp(t» 
teTß 

= L [j(tl ) = x]· v(x) 
xe!G(v) 

= [j(tl) E v] = [j(tl) Ej(t2 )TI. 

2.3 t2 = !s2 for some k 2. Then 

by the induction hypothesis 

[tl E !s2] = L [tl = !sn by Definition 9.27.4 
/<e/<2 

= L [j(tl) = k] by the induction hypo thesis 
/<e/<2 

= [j(t l ) E k2] 

= [j(tl) Ej(t2 )]. 

Among the remaining cases we need only consider the following. 

3. If cp is (Yxß).p(xß), then 

[cp] = TI [.p(t)] by Definition 9.27.8 
teTß 

= TI Dj(.p(t» by the induction hypothesis 
teTs 

= Di(YxB)rp(xß» 
= D;(cp). 

4. [V(t)] = L [t = !sn where a = pet) + 1 
/<eR(a) 

= L [jet) = k] by the induction hypothesis 
/<eR(a) 

= [M(j(t»] = D;(V(t» 

5. [F(t)] = L [t = g]·Fo(b) 
beR(a)r.B 

L [jet) = blb 
beR(a)r.B 

= D;(F(t». 

Corollary 15.5. (3a)[j(xnaF(xna» = F] = 1. 

where a = pet) + 1 

by the induction hypothesis 
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Proo! Choose a = rank (B) and use 5. 

Remark. From now on we again assume that V satisfies the Axiom of 
Choice. 

Theorem 15.6. Under the assumptions of Theorem 14.22, h(j(t)) = 

DS[Gult) for each constant term r in the relative sense of N. (Cp. the relativiza­
tion of V[Fo] to N discussed on page 100. Here Fo is also relativized to N 
i.e., restricted to BN so that Fo E N. Fo in Definition 9.36 is to be replaced by 

{b E BN I ho(Fo(h)) = I} = {b E BN I ho(b) = 1} = G.) 

Proo! (By induction on p(t).) 

h(j(rJ) E h(j(r» ..,->- ho([j(1 1) Ej(rm = I 
",h O([t l Er]) = I 
• ~ D(t 1) E DU) 

by Theorem 14.22 
by Theorem 15.4 
by Theorem 9.37 

(where we have ho instead of 17). Therefore 

(\Ix E N [Go])[x E h(j(t») -->- x E D(r)] 

by the induction hypo thesis i.e., h(j(t» = D(t), where 

D = DN[GJ = DN[GoJ' 

Remark. Considering j relativized to N we have mappings 

(V[Fo])'" -Ä.. (V<BJ)N!!c,.. N[G] 

and a denotation operator (see Definition 9.36) 

(V[FoD N DN[GJ) N[G]. 

Theorem 15.6 shows that DN[Gl = Iz 0 j. 

Definition 15.7. Let B be a complete Boolean algebra and MI and M 2 

be two B-valued structures. A mapping i: MI -+ M z (where Mi is the universe 
of Mi) is elemenrary (in the Boolean sense) iff for every formula of the 
language of M l and every U b ... , Un E MI, 

[<p(U1, ... , Un)]i\ll = [<p(i(u1), ... , i(un))]M2' 

Theorem 15.8. The mapping j: V[Fol -+ V(ßJ (of Definition 15.1) is 
e1ementary. 

Proo! Let N be a countable standard transitive model of ZF such that 
BN E N and (N, E, BN) is an elementary substructure of < V, E, B>. (The 
existence of such an N can be proved in GB + mathematical induction.) 
Suppose that for some formula <p and so me Ul> ... , Un E (V[FoD N. 

Let ho : BN -+ 2 be an N-complete homomorphism such that 
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Let Go be the P-generic filter over N associated with ho where P is the 
partial order structure associated with BN • Define h as in Theorem 14.22. 
Then 

ho(hl ) = 1 +'>- DN[GoJ(rp(ul , ... , un» 
-<-> N[GoJ 1= rp( D(lI l ), ..• , D(un». 

On the other hand, by Theorem 14.22, 

ho(h2 ) = 1 +'>- N[GoJ 1= rp(h(j(ul ), ..• ,j(un») 
--- N[GoJ 1= rp(D(ul ), ... , D(u,..» by Theorem 15.6. 

Consequently ho(hl ) = ho(h 2 ). This is a contradiction. 

Problem. If B = 2, j: V[FoJ -7- V(B) is onto in the following sense, 
(\:Iv E V(B»(3x E V[Fo])[[v = j(x)TI = 1], is j also onto in this sense for every 
complete Boolean algebra B? 
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16. The Maximum Principle 

From now on until further notice we will assume the AC for V. 

Theorem 16.1. Suppose {Ui I i E J} c:; V(Bl and (Vi E /)[9(Ui) c:; d] for 
some d c:; V(ß). Then there is a family {u; I i E I} such that 

I. (Vi E I)[[uj = u;] = 1], 
2. (Vi E /)[9(u;) = d]. 

Proof We extend the domain of Ui to d by defining u; E V(lll by 9(u;) = 
d and (Vx E d)[u;(x) = [x E tlill] for i EI. Then for all i E [, 

[Ui = u;n = TI (ui(x) =:> [x Eu;])·1 
xe.'?(Ujl 

~ TI (ui(x) =:> u;(x» 
xe.'?(Ujl 

= TI (ui(x) =:> [x E Ui]) 
xe!/(Ujl 

= 1. by Theorem 13.4.3 

Theorem 16.2. (The Maximum Principle) 

(3v E V(ßl)[[(3u)<p(u)] = [<p(v)]] 

i.e., for each formula <p there is a l' E V(lll such that [<p(v)] maximizes the set of 
Boolean values {[<p(u)] I U E V(lll}, i.e., 

[<p(v)] = L [<p(u)]. 
ueV(lll 

Proof Let b = [(3u)<p(u)] = Luev(ß) [<p(u)]. Since B is a set, it follows 
from the AC in V, that there is a sequence <u~ I q < 0:) such that 
{u~ I q < o:} c:; V(ßl and b = L~<" [<p(u~)ll. Define 

b~ = [<p(u~)ll' TI [ ---, <p(un)] for q < 0:. 

n<~ 

Then 

i) q,T} < 0: 1\ q =f T}~b~·bn = 0 and b = L~<"b~. 

Since <u~ I q < o:)is a set, there is a d c:; V<Bl such that (Vq < 0:)[9(u~) c:; d]. 
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So by Theorem 16.1 we can assume that (V~ < a)[~(u~) = d]. Define v E V(ß) 

by 

E&(I') = d 1\ (VXEd)ll'(X) = L b(.t(,(X)l· 
~< 0: _ 

Then by i), 

ii) ~Ea 1\ xEd-+b(·v(x) = b(·u«x). 

Therefore, for ~ < a, 

[v = u(TI = n (v(x) => [x E u(TI)' n (ll«X) => [x E vTI) 
:<eu xect 

;?: b( n (v(x) => [x E u(TI)' n (u«x) => [x E vTI) 
xect xed 

;?: b( n (b(u«x) => b(u«x))· n (b(u«x) => b(ll«X)) 
xed xed 

= b(. 

Hence b( :::; [v = ll(TI· [<p(u()] :::; [<p(v)TI for all ~ < a. Therefore 

b :::; [<p(v)TI. 

But also [<p(v)TI :::; Lxev(ß) [<p(x)TI = b, therefore 

b = [<p(v)TI. 

Remark. The last part of this proof also establishes the following 
corollaries. 

Corollary 16.3. Suppose {u( I g < a} ~ V(ß), {b( I g < a} ~ B, 
d~ V(ß), (W < a)[2Z(u() = d] and (V~, T} < a)[g =1= T} -+ b(·bn = 0]. Then 

(3u E V(ß»)[E&(u) = d 1\ (vg < a)[b( :::; [u = u(m. 

Corollary 16.4. V(B) is complete. 

Example. For bEB define u = b'a + (-b).,B. If a =1= ß, then 

[u = aTI = b 1\ [u = ßTI = -b 1\ [Ord (u)TI = 1. 

In this case (assuming b =1= 0, 1), u is an example of a non-standard ordinal. 

Remark. We have seen that {u E V(ß) I [u E v] = I} for v E V(ß) is an 
equivalence class which is a proper class. Our aim is to find representatives of 
l' of a simple form. In §6 we defined the notion of a complete B-valued 
structure. We now caÜ A ~ V(B) complete iff the B-valued structure 
<A, ;:, E) (i.e., V(B) restricted to A) is complete. Thus A ~ V(B) is complete 
ifffor every partition ofunity, {b( I ~ < a}, and every family {u( I g < a} ~ A, 
there is an element u E A, denoted by L«a b(·u(, that has the following 
properties: 

(vg < a)[b( :::; [u = u~]]. 
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Later we shall see that for every v E V(B) there is aUE V(B) such that 
[u = v] = 1 and ~(u) is complete. 

Definition 16.5. 

U (B) ~ U U(B) 
,,- ß' 

ß<" 

U(Bl ~ U U,,(B). 
"eOn 

Remark. Thus each U E U(Bl is a function from U,,(Bl into B for so me 
<x, whereas U E V(B) has a domain which is in general only a subset of some 
V,,(B). Nevertheless, U,,(Bl and V,,(B) are essentially the same: 

Theorem 16.6. 

(Vu E U,,(B»(3v E V,,(B»[[U = v] = 1]. 

2. (Vv E V,,(B»(3u E U",(B»[[U = v] = 1]. 
3. U~B)l is complete. 

Proof land 2 are proved by induction on <X. 1 is obvious. 

2. Let v E V~~\. Then ~(v) s V,,(B). 

By the induction hypothesis, there exists a functionf: E?(v) ~ U,,(B) such that 

(Vx E ~(v»[[x = fex)] = 1]. 

Now define u E UJI!!l by 

u(y) = [y E v] for Y E U,,(B) 

If x E ~(v), then 
v(x) :::;; [x E v] 

(cp. the proof of Theorem 16.1). 

= [fex) = x]- [x E v] 
:::;; [f(x) E v] 
= u(f(x» 
:::;; [f(x) E U] sincef(x) E ~(u) = U,,(B) 
= [f(x) = x] [fex) E U] 
:::;; [x EU]. 

Consequently 

[u = v] = TI (v(x) => [XEU])· TI (u(y) => [YEV]) 
xe~(v) YEUa(B) 

= TI (V(X) => [x EU]) 
XEEd(V) 

= 1, since for x E ~(v), v(x) :::;; [x EU]. 
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3. Corollary 16.3 with d = Ua(B). 

Definition 16.7. 1. Let d s;;; V<B). A function g: d -+ V<B) is called 
extensional iff ('<Ix, x' E d)[[x = x'] ~ [g(x) = g(x')]]. 

2. Let U E V(B). Then u is definite iff 

('<Ix E !Zi(u»[u(x) = 1]. 

Example. k is definite. 

Exercise. Let u E V(Bl and bEB. Define b· u by 

!Zi(b·u) = !Zi(u) 1\ ('<Ix E S1(u»[(b·u)(x) = b·u(x)]. 

Then, 

[v E b·u] = b·[v E u] 

and 

[b·u = b·v] = -b + [u = v] for VE V{B). 

Remark. The importance of extensional functions rests in the fact that 
functions (in the sense of V(ß» from definite sets into definite sets correspond­
ing to (real) extensional functions on their domains: 

Theorem 16.8. Let u, v E V(ß) be definite and cp: !Zi(u) -+ !Zi(v) be an 
extensional function. Then 

(3/E V(lI)[[/: u -+ v] = 1 1\ ('<Ix E !Zi(u»([/(x) = cp(x)] = 1]]. 

Proof. Define 

I = {(x, cp(x»<B) I XE !Zi(u)} x {I}. 

Obviously,fE V(ß). We will show that [I: u-+ v] = 1. 

1. [('<Ix E u)(3y E v)[<x, y) Ef]] = TI L [<x, y) EI] 
xe;!P{u) lIE~(V) 

since u, v are definite 

2: TI [<x, cp(X» EI] 
xe;!P(u) 

since cp: !Zi(U) -+ !Zi(V). 

= 1 by definition off. 

Furthermore, we have to show that 
2. [('<Ix E u)('<Iy)('<Iz)[<x, y) EI /\ <x, z) EI -+ y = z]] = 1, 

l.e., 

i) ('<Ix E !Zi(u»('<Iy, z E V(B»[[<x, y) EI 1\ (x, z) EI] ~ [y = z]]. 
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Therefore let XE !»(u) and y, z E V(B). Then 

[<x, y) Ef] = L [<x, y) = <x', !p(x'»] 
x'e!1l(u) 

= L [x = x'TI· [y = !p(x')] 
x'eEi'(u) 

~ L [!p(x) = !p(x')]· [y = !p(x')] 
x'eEi'(u) 

since !p is extensional 

~ [y = !p(x)]. 

This shows that 

[<x, y) Efl [<x, z) Ef] ~ [y = cp(x)l [z = cp(x)] 
~ [Y = z] 

which proves i) and hence 2. From 1 and 2 we concIude that 

[f: U-r v] = 1. 

It remains to show that 

3. ('ix E !»(u)[[f(x) = !p(x)] = 1]. 

Let XE !»(u). Since fE V(Bl and g(x) E V(Bl we interpret fex) = g(x) to mean 
(3y) [<x, y) Ef 1\ Y = g(x)]. Therefore 

[fex) = !p(x)] = [(3y) [<x, y) Ef 1\ Y = !p(xm 
= [<x, !p(x» Ef] since [f: u ~ v] = 1 
= 1. 

Remark. Later we shall see that Theorem 16.8 has a converse if we add 
an additional requirement on u and v. See Theorem 16.28. 

Definition 16.9. u E V(B) is extension al iff 

('ix, y E !»(u»)[[x = Ylu(x) ~ u(y)]. 

Remark. Therefore u is extensional iff the extended structure 

where 

ü(x) = u(x) 
= 1 

if XE !»(u) 
otherwise 

is still a B-valued structure (cf. the requirements of Definition 6.5). Another 
interpretation can be obtained from the following result. 

Theorem 16.10. If u E V(B). 

U is extensional -- ('ix E !»(u»[u(x) = [x E um. 
Proof. If U is extensional and XE !»(u), then 

u(x) ~ [x E u] = L u(y)·[x = y] ~ u(x), 
ye!A(u) 
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Therefore 

u(x) = [x EU]. 

To prove the converse, assurne (Vx E Ed(u»[u(x) = [x EU]]. Then, for 
x, Y E Ed(u) 

[x = Y]-u(x) = [x = y]-[x E u] :::; [y E u] = u(y). 

Theorem 16.11. 

(Vv E V(Bl)(Vd s; V(Bl)[Ed(V) s; d--+ 
(3u) [u is extensional A d = Ed(u) A [u = v] = 1]]. 

In particular, each v E V<Bl can be represented by an extensional set. 

Proof. For v E V<Bl and d s; V<Bl such that Ed(v) S; d define u: d --+ B by 

(Vx E d)[u(x) = [x E v]]. 

Then, for x E d 

u(x) :::; [x E u] = L [y E vl [x = y] :::; [x E v] = u(x) , 
lied 

i.e., u is extensional. That [u = V] = 1 has al ready been proved in Theorem 
16.1. 

Remark. We could restrict ourselves to extensional sets u for which 
u(x) is simply equal to [x E u] for XE Ed(u). However, since one still has to 
evaluate [x E u] for x i Ed(u), this is in general no saving, though for special 
cases it may be very convenient to have a particular representation of B­
valued sets. 

Given any v E V(Bl, we cannot expect to have [u = v] = 1 for some 
definite u. We shall prove, however, that [u = b· v] = 1 for some definite u 
and some bEB. 

Definition 16.12. 1. u E V(Bl is uniform iff u is extensional and P2(u) 
complete. 

2. S S; V(Dl is complete iff the structure (S, E, -;;> is complete in the sense 
of Definition 6.8. 

Remark. As a consequence ofTheorem 16.11 we have the following. 

Theorem 16.13. (Vv E V(Dl)(3u E V(Bl)[U is uniform A [u = v] = 1]. 

Proof. If v E V(Bl, V E V~~2 for some IX. Then, by Theorem 16.6.2, 
[v = Vl] = 1 and Vl E U~~2 for some Vl. Since Ed(v l ) = U~~2' is complete, by 
Theorem 16.11, 

[Vl = u] = 1 

for some U E V(Dl such that Ed(u) = U~~l and u is extensional. Hem;e 

[u = v] = 1 

and u is uniform. 
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Theorem 16.14. Let U be uniform. If {x; I i E I} ~ .@(u) and 

{bi I i E I} ~ B 

is a partition of unity, then 

U(L b;Xi) = L biu(xi)' 
jeI jeI 

(See Remark foJlowing Theorem 6.9.) 

Proo! Let y = 2:;eI bixi' Since .@(u) is complete, y exists, and y E .@(u). 
Since {x; I i E I} ~ .@(u), 

u(y) = [y E un = L u(x)· [x = yTI :2:: L u(x;)[x; = yTI :2:: L u(x.)· bio 
xe!2(u) ;el ;el 

(Note that since {x; I i E I} ~ .@(u), [x; = y] :2:: bi .) 

On the other hand since 2ieI b; = 1, 

b;· u(y) ::; [Xi = y]- [y E uTI ::; [x; E U] = U(X;) 
b;u(y) ::; b;· U(Xj) 

U(y) ::; L biu(Xj). 
iel 

Definition 16.15. (Vu E V(ß»[sup (u) ~ 2:xe9(u) U(X)]. 

Theorem 16.16. (Vu E V(B»[SUp (u) = [(3x)[x E um. 
Proo! 

[(3x)[x E ulTI = [(3x E U)[X = xlTI = L u(X)· [x = x] 
XE!t(U) 

= L u(X) = sup (u). 
XE~(U) 

Theorem 16.18. Let u E V(ß) be uniform and bEB. Then 

{x E .@(u) I b ::; u(x)} 

is complete. 

Proo! Let {bj I i E I} be a partItIon of unity, and {Xi I i E I} ~ .@(u) 
satisfying (Vi E l)[b ::; u(x;)]. Since .@(u) is complete, y = 2:iEI bixj for some 
y E .@(u). 

U(y) = L bju(xj) by Theorem 16.14 
ieI 

I.e., 
Y E {x I XE .@(U) /\ b ::; u(x)}. 
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Theorem 16.19. If U E V(ß) is uniform, then (3x E 2C(u))[u(x) = sup (u)]. 

Proof If we do not require XE 22(u), the theorem follows from the 
maximum principle. In fact, we can use the same argument: 

Let <x~ I g < a> be an enumeration of ~(u), i.e., 

2C(u) = {x~ I g < a} 

and put b~ = u(x~)· nn<~ (-u(xn» for g < a. Then the b/s are disjoint and 

L b~ = L u(x) = sup (u). 
«a xe;E#(u) 

Therefore, adding ba = -sup (u), <be I g :::; a) is a partition of unity. Since 
2C(u) is complete, (Ttg < a)[b~ :::; [x = x~]] for some XE 2C(u). Hence 

u(x) = [x E u] = L u(x~)·[x = x~] 
~<a 

;e: L b~ = sup (u) ;e: u(x) by definition of bc and sup (u). 
«a 

Therefore 

u(x) = sup (u). 

Theorem 16.20. Let u E V(B) be uniform. Define v E VeR) by 2C(v) = 

{y I Y E f»(u) /\ u(y) = sup (u)} and (V'y E 2C(v»[v(y) = 1]. Then v is definite, 
uniform, and [u = b· v] = 1, where b = sup (u). 

Proof Clearly v is definite. If x and y are in ~(v), then [x = y]v(x) :::; 
v(y). So v is extensional. Therefore to show that v is uniform: it suffices to 
prove that 2C(v) is complete. For this purpose, let {b~ I g < a} be a partition 
of 1 and let {y, I g < a} c ~(v). Then we have to show that there exists an 
a E 2C(v) such that 

I. (V'g < a)[b~ :::; [a = y~]]. 
Since 2C(v) c ~(u), {y~ I g < a} c 2C(u). By the uniformity of u there exists 
an a E 2C(u) such that 1 holds. Therefore it is enough to show that a E ~(v). 

Since 

b~ :::; [a = Ye] --+ b~· u(Ye) :::; [a = Ye]' u(y~) :::; u(a) 

it follows that 

b = L be·b :::; u(a). 
«a 

But, since b = sup (u), we have u(a) = band hence a E 2C(v). 
Next we shall show that [u = b· v] = 1. First, if x E 2C(v) then by Theorem 

16.10, [XEU] = u(x) = 1; hence 

[u = b·v] = TI [u(x) => [x E b·v]]· TI [(b·v)(x) => [x EU]] 
xe;.5l(u) xe.5l(v) 

2. = TI [u(x) => b· L [x = tU] 
xeg(u) te.5l(v) 
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since the second factor is 1. Let x, Xo E EI1(lI) with u(xo) = b. Then since 
{u(x), - u(x)} is a partition of unity and u is uniform, there exists a 
2 E g(u) such that 2 = u(x)x+ (- u(x»xo. (See Remark following Theorem 
6.9). By Theorem 16.14 

lI(z) = u(x)·u(x) + (-u(x»,u(xo) 
= u(x) + (-ll(x»·b ::::.: b. 

Therefore u(z) = b, since b = sup (u); and hence Z E .0?([1). Then 

u(x) =? b· 2: [x = tTI ::::.: u(x) =? b·[x = z] 
IEg(V) 

3. 
::::.: b ·u(x) => b· u(x) since u(x)::; [2 = x].] 

=1. 

Since x is an arbitrary element of P2(u), we have [u = b· UM = 1 by 2 and 3. 

Corollary 16.21. (\lu E V(Il))(3b EC B)(3u E V(ll»[ll is definite and uniform 

A [u = b·v] = 1]. 

Exercise. 

I. Let u E V(ß) be extensional and bEB. Then 

[u = b·u] = [sup (u) =? b]. 

As a consequence, 

[b ::::.: sup (u)] --l>- [[u = b· u] = 1] 
[b < sup (u)] --l>- [[u = b· u] < 1]. 

[u = 0] = -sup (u) 

[b·l Ea] = [b·I = 1] + [b·I = Öll ifa> 
= b + (-b) 
=1. 

2. Define u E V(ß) by 

P2(u) = {l, 2} A ucI) = b A u(i) = -b. 

Then sup(u) = [(3x)[xEu]ll = 1. Furthermore, defining a = b·I + (-b)·2 
(See Remark following Theorem 6.9) and v = {a}ß we have, [u = vll = 1. 

3. Define u, a l , a2, v E V(ß) by 

.0?(u) = {l, 2, 3} A u(l) = b A u(2) = u(3) = - b, 

al = b·I + (-b)·2 
a2 = b· I + (-b) . 3 
v = {al' a2}(ß). 

Then [u = vll = 1. 

Remark. The results which we have obtained so far can be used to 
deterrnine the power set (in V(ß) of various sets in V(ß). 
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Theorem 16.22. Let v E V(ß) be extensional, u E V(D), and b = [v ~ uD. 
H v' = b·v, then 

1. v' is extensional, 
2. [v' ~ u] = 1, 
3. [v s uR = [v' = v]. 

Proof. 

1. Is obvious. 

2. [v' ~ u] = n (v' (x) => [x EU]) 
XE.!$(V) 

= n ([v S ul [x E v] => [x EU]) since v is extensional 
XE.!$(V) 

= n [v S U /\ x E V -+ X E u] 
XE.!$(V) 

=1. 

3. [v = v'] = [v = v']· [v' S u] :s; [v S u] = b by 2 
[v = v'] = [v = b· v] ~ b by Exercise 1 above. 

Hence [v = v'] = b = [v S uD. 

Theorem 16.23. Let u, v E V(B) be extensional and [v S u] = 1. Define 
v' by the conditions 

1. ~(V') = ~(u). 
2. ("Ix E ~(U))[V'(X) = [x E v]]. 

Then [v = v'] = 1. 

Proof. v' is extensional and [v' S v] = 1 by the definition of v'. It 
remains to show that ("Ix E ~(v))[[x E v] :s; [x E v']]. Let x E ~(u). Since 
[v S u] = 1, 

[x E v] :s; [x E u] . 
[x E v] = [x E v]- [x E u] 

= L [XEV]-U(X')'[X = x'] 
X'E.!$(U) 

:s; L [x' E v]· u(x')[x = x'] 
X'E.!$(U) 

= L v'(x)u(x' )· [x = x'] 
x'E9(u) 

:s; [x E v']. 

Remark. From Theorems 16.22, 16.23, and 16.11 we obtain the 
following: 

Theorem 16.24. 

("lu, v E V(ß»)(3v' E V(B»)[~(V') = ~(u) /\ [v' S u] = 1 
/\ [v S u] = [v = v']]. 
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Remark, This theorem is important for the treatment of power sets in 
V(ß), Namely, if u E V(Il) and we regard elements t' E V(1l) which are subsets 
of u in the sense of V(U), i.e., [v s:; LI] = 1, then 22(L') may be greater than 
.Q?(u), and, in fact, there is no set d s:; V'1l) wh ich includes E?(v) for aIl these v. 
However, by Theorem 16.24, we can find so me v' such that [v' s:; u] = 1, 
[t' = c'] = 1 and .01(v') = E?(u). As a corollary, wc have the following: 

Theorem 16.25. lf u, v E V(B), and if 

A = {t" E V(U) I PJJ(v') = PJJ(u) /\ [v' S; u] = I} 

then 

[v S; u] = 2: [v = v'], 
v'EA 

Proof If b = 2V'EA [v = v'] then from Theorem 16.24 

[v S; u] ~ b. 

On the other hand, 

b ::;; 2: [v' S; u]-[v' = v] ::;; [v S; u]. 
v'EA 

Remark. As an application, we determine R(a) in V(Bl. 

Theorem 16.26. For U E V(ß) 

I. CU E R(a)] = 2: [u = v] = [u E V,,/U> x {1}ll, 
VEVa(U) 

therefore [R(a) = V,,(B) x {I}] = 1. 

2. PJJ(u) s; V,,(1l) ~ [u s; R(et)] = 1. 

3. [u s; R(a)] = 2: [u = t] 
tEAa 

where A" = {t E V{B) I PJJ(t) = V,,(B)}. 
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Proof (By induction on a.) 

I. [u E R(et)] = [(3g < et)[u s; RW] 

= 2: [u s; R(g)] 
,<lX 

= 2: 2: [u = t] 
,<" teA~ 

by the induction hypothesis for 3 

= 2: 2: [u = t] (for, if PJJ(t) s; V/B ), 

,<lX teV'+l(U) 

, (3t' E V?!\)[PJJ(t') = V/B) /\ [t = t'] = 1]) 

2: [u = v] 
veVa(U) 

2: [u = v](V,,(ß) x {1})(v) 
veVa(B) 

= [u E V,,(B) x {1}ll. 



2. Assume ~(u) s; Va(B). Then, since by 1 [x E R(et)] = 1 forx E Va(R), 

[u s; R(et)] = n (u(x) = [x E R(et)]) = 1. 
XE,Q'(U) 

3. [u ~ R(c'i)] = 2: [u = t] 
tEAa 

[tsR(a)TI= 1 

by 1 and Theorem 16.25 

2: [u = t] by 2 
tEAa 

Theorem 16.27. If u is definite, [&(u) = B!2(u) x {I}] = 1. 

Praaf. Note that B!2(u) s; V(ßl and B9(u) is a set. Let XE V(B) and 
Au = {v E V(B) I ~(v) = fi1(u)}. Then 

[x E BQ(u) x {I}] = 2: [x = v] 
veAu 

2: [x = v] since u is definite 
VEA u 

[vs;u]=l 

= [x s; u] by Theorem 16.25. 

Remark. Next we prove the converse of Theorem 16.8. 

Theorem 16.28. Let u, v E V(ßl be definite and uniform. If f E VeR) and 
[f: u ---,>- v] = 1, then there exists a (real) function cp: ~(u) ---,>- ~(v) such that 
cp is extensional and 

(\Ix E ~(u))[[f(x) = cp(x)] = 1]. 

Proaf. Since [(V'x E u)(3y E v)[f(x) = y]TI = 1, and u and v are definite 

(\Ix E ~(U))[ 2: [fex) = y] = IJ. 
YE!2(V) 

For x E ~(u) define v' E V(ßl by 

~(V') = ~(v) 11 (\ly E ~(V))[V'(y) = [fex) = yTIJ. 

Since v is uniform, so is v'. Therefore, by Theorem 16.19, for each XE 01(v) 
we can find so me Yo E 2&(v) such that 

[fex) = Yo] = 2: [fex) = y] = 1. 
ye!zl(v) 

Using the AC, there is a function cp: ~(u) ---,>- .0J(v) such that 

(V'x E ~(u))[[f(x) = cp(x)] = 1]. 

It remains to show that cp is extensional. 
Let Xl, X2 E 2&(u). Then since [f: u ---,>- v] = 1 

[Xl = X2] :S [f(xl) = f(X2)] 
= [f(XI) = f(X2)]· [f(XI) = CP(XI)]· [f(X2) = CP(X2)] 
:S [cp(xl ) = CP(X2)]' 
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17. C ardinals in VII) 

The theorems of this section can be obtained from the corresponding 
results in the theory of forcing by translating them in the manner outlined in 
CoroIIary 14.23. However, since this translation requires the existence of 
elementary subsystems of Vand thllS cannot be carried out in ZF, we shaII 
try to give direct proofs in V(ll). Corresponding to the fact that every cardinal 
in M [G], where (M, P) is a setting for forcing and Gis P-generic over M, is 
a cardinal in M we have the füIIowing. 

Theorem 17.1. If a is not a cardinal, then [-, Card (a)] = l. 

Proo! -, Card (a) -;- (3f)(:lß < a)[f: ß -r a /\ 1Y(f)* = Ci]. 

Therefore -, Card (a) ~ >- (3f)rj>U; a) where rj>U; a) is a bOllnded formlIla. 
Thus, by CoroIIary 13.18, if a is not a cardinal, 

[rj>(j; a)] = 1 

for some JE V, hence 
[-, Card (a)] = 1. 

Remark. As might be expected, für finite cardinals and für w we can 
prove the converse of Theorem 17.1. 

Theorem 17.2. For every a ::; w, [Card (a)TI = 1. 

Proo! We have to show that 

[ -, (~f)(3ß < a)[J: ß -r a /\ ir(!) = a]] = 1 

i.e., 

(VJE V(B»)(Vß < a)[[J: ß -r a /\ 1fI(f) = a] = 0]. 

Suppose that on the contrary, 

b = [J: ß -r a /\ 1Y(f) = a] > 0 for some JE V<Bl, ß < Ci. 

Then b ::; [('11') < a)(3g < ß)[J(t) = 71]], 

i ) b ::; TI L [Jct) = 1)]. 
n<a ~<ß 

[Note: Let {leg, 1') be the formula that expresses J(t) = 1'). Then [J(t) = 1)] 
means [{l(t, 1)].] 

* '"II'(f) = {y I (3x)[<x,y) EI]}· 
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Now let us ass urne that a :::;; w. Since ß < a, 

b:::;; n 2: U'(t) = TJTI 
n<ß+l ~<ß 

2: n [J(ep(')~) = TJTI 
qJEß(ß+ll n<ß+l 

by the (ß + 1, ß)-DL, (see Definition 4.1) which holds for every B since ß is 
finite. 

Therefore 

o < b I1 [J(ep(')") = TJTI for some ep: ß + I ~ ß. 
n<ß+l 

There must exist n, m < ß + 1 such that n =l=m" 1\ epen) = ep(m). Then 

o < b[J«ep(n»~) = nl[J«ep(m»") = mTI 
:::;; b[n = mTI since b :::;; [J«ep(n»") = J«ep(m»")TI 
= 0 since n =1= m. 

This is a contradiction. 

Remark. It is easy to see that the same proof can be used to show: I f B 
satisfies the (a, a)-DL, where a is a cardinal, then for each cardinal y :::;; a, 
[Card Cf)] = 1, i.e., cardinals :::;; a remain cardinals in V(ß). (H can also be 
shown that we only need the (a, 2)-DL since (a, 2)-DL -<-> (a, a)-DL.) 

In general, Theorem 17.2 does not hold for alI cardinals. However, cor­
responding to Theorem 11.8 we have a converse ofTheorem 17.1. For a more 
general result we introduce the following definition. 

Definition 17.3. Let y be a cardinal. A Boolean algebra B satisfies the 
y-chain condition iff 

(TiS s; B)[(Tlx, Y E S)[x =1= Y ~ x·y = 0] ~ S :::;; y]. 

In particular, B satisfies the w-chain condition iff B satisfies the c.c.c. 

Theorem 17.4. Let y be an infinite cardinal and suppose that B satisfies 
the y-chain condition. If a > y is a cardinal, then [Card (a)] = 1. 

Proo.f. As in the proof ofTheorem 17.2, suppose that [Card (a)] =1= 1 for 
so me cardinal a > y, thea defining b as be fore, we have for some ß < a, and 
JE V(B), 

i) b :::;; n 2: [J(t) = TJTI where b > O. 
n<a ~<ß 

Therefore, using the AC in V, 

(TI') < a)(3gll < ß)[b· [f«(n) = 71] =1= 0]. 

For g < ß define 
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Then for some t* < ß. 

ii) A~. > y, 

since otherwise (V~* < ß)[A<. :::; y]. But a = U~.<ß A~., so this would imply 

a :::; ß· y < a since ß, y < a. This is a contradiction. 
Consider 

S = {b'[f(g*) = 7iTI 17] E Ad· 

Then for 7] E A<., ~n = t* and hence 

b·[f([*) = 7iTI = b'[f(g,,) = 7iTI -# 0 

since b :::; [f: ß -l>- a] /\ [g* = [,,] = 1. 
Therefore elements of S are -# O. Moreover, if 7]1,7]2 E A~. /\ 7]1 -# 7]2, 

Therefore elements 01' S are mutually disjoint and S > y, by ii). But the 
existence of such an S contradicts the assumption that B satisfies the y-chain 
condition. 

Corollary 17.5. If B satisfies the c.c.c. and a is a cardinal, then 
[Card (a)] = 1. 

Remark. This means that cardinals are absolute if B satisties the c.c.c. 
We can express this fact also in the following way: 

Corollary 17.6. If B satisfies the c.c.c. then (Va)[[(w,,)V = wiiij = 1]. 
[Note: For the meaning 01' this formula see the note stated in thc proof of 
Theorem 17.2.] 

Proof (By induction on a.) 
We have already proved the case a = 0 at the end of §13. There1'ore 

assume a > 0 and (vg < a)[[(w<)V = w~] = 1]. Since 

u = W a .;.,. Card (u) /\ (V~ < a)[w~ < u] 
/\ (Vl')[Card (v) /\ (V ~ < a)[w< < v] -l>- U :::; v]] 

is provable in ZF, we have 

[U = wall = [Card (u)]- [(vg < a)[w~ < ulTI 
. [(V'v)[Card (v) /\ (Vg < a)[w~ < v]-l>-u:::; vm. 

We wish to prove that [(wa)V = Wir] = 1. By Corollary 17.5, [Card «wa)V)] = 1. 

[(V~ < a)[w, < (wa)V]] = n [w~ < (wa)V] 
~<a 

= n [(w,)" < (w,,)"] by the induction hypothesis 
~<a 

=1. 
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Finally, let 

bo = [('v'v)[Card (v) 1\ ('v'~ < a)[w~ < v] -+ (war" ::; vm 
= TI [([Card um· TI [w~ < 71D) ~ [(war"::; 71m 

wOn Cca 

Let 7] E Oll. If 7] is not a cardinal, [Card (71)] = O. Therefore, we need only 
consider the case Card (7]). Then [Card (71)D = 1 and 

TI [w~ < 71] = TI [(wc)~ < 71D by the induction hypothesis. 
~ca ~<a 

Hence 

TI [w~ < 71] -:f. 0 -+ ('v'~ < a)[w" < 7]] 
<ca 

-+ W a ::; 7] 
-+ [(wa)~ ::; 71D = 1. 

This proves 

[('v'7] E On)[([Card (71)D· TI [w~ < 71D) ~ [(wa)~ ::; 71]) = 1]. 
Cca 

Therefore bo = 1. Thus [(wa)~ = waD = 1. 

Remark. Finally we mention a theorem which says that constructible 
sets are absolute in the same sense as ordinals, i.e., quantification of con­
structible sets (in the sense of V(B) can be replaced by quantifications (in the 
Boolean sense) over the standard constructible sets. Let Const (x) be the 
formal predicate expressing that x is constructible in the sense of Gödel: 

Definition 17.7. Const (x):> (3v)[Ord (v) 1\ x = F(v)] 
where F is Gödel's constructibility function. (See Definition 15.13, Introduc­
tion to Axiomatic Set Theory.) 

Theorem 17.8. ('v'u E V(B))[[Const (u)] = 2XEL [u = xTI]. 

Proo! For u E V(B), 
[Const (u)] = [(3v)[Ord (v) 1\ u = F(v)]] 

= L [u = F(a)TI by Corollary 13.23 
aeOn 

In the proof of Theorem 15.28 in Introduction to Axiomatic Set Theory we 
established that x = F(a) is equivalent to a formula (3f)~(f, x, a) where 
~(f, x, a) is a bounded formula. Then 

x = F(a) -+ (3f)~(f, x, a) 
-+ (3f)[~(j, x, a)D = 1 by Corollary 13.19 
-+ [(3f)~(f, x, a)D = 1 
-+ [x = F(a)] = 1. 
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Therefore, [F(a)V = F(a)] = 1 and hence 

[Const (u)] = 2: [u = F(a)]· [(F(a»V = F(a)] 
aeOn 

= 2: [u = (F(a»V] 
aeOn 

= 2: [u = i]. 
xeL 

Remark. In the same way as we derived Corollary 13.23 from Theorem 
13.22 we obtain the following coroIlary of Theorem 17.8. 

Corollary 17.9. [(3u)[Const (u) /\ 91(u)]] = LXEL [91(.\')]. 
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18. Model Theoretic Consequences of the Distributive Laws 

There are several algebraic properties which are satisfied only by certain 
complete Boolean algebras B but which have important consequences for the 
corresponding models V(ß), e.g., by Theorem 17.1 and Corollary 17.5, 
cardinals are preserved if B satisfies the c.c.c. In this section we will consider 
certain distributive laws. 

Theorem 18.1. [&'(w)'" S; &'(w)] = 1 

Proo! 
Cis s; w)[[s s; w] = 1] 

('<Is S; w)[[s E &'(w)] = 1] 
[&'(w)'" S; &'(w)] = 1. 

Theorem 18.2. B satisfies the (w, 2)-DL iff [.9'(w)'" = &'(w)] = 1. 

Proo! Assume that B satisfies the (w, 2)-DL. We need only show that 
~Ji'(w) S; :?JJ(w)"'TI = 1. Therefore let tE B!:/(w) such that [t S; w] = 1. Define 
b"l = [li E t], bno = [n 1= 1] for n E w. Then ('<In E w)[bn1 = -bno ], 

1 = TI (bno + bn1 ) = L TI bn.s(n) by the (w, 2)-DL 
n<w se2 W new 

L TI ([n E t] ~ sen»~ 
se2~(0I) new 

= L [t = s] since [t S; w] = 1 
se2~(;;;) 

= [t E &'(w)"'] since as is easily shown 

l. tE V(B) -? L [t = s] = [t E &'(w)"']. 
se2~(';;) 

Hence 
[t E &'(w)"'] = 1. 

Therefore, by Theorem 16.25, if A = {t E B'j(w) I [1 S; w] = I} then 

[UE&'(w)] = L [u = t] 
teA 

= L [u = t]-[t E &'(w)"'] 
teA 

:$; L [u E &'(w)"'] = [u E &'(w)V]. 
teA 
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This proves that [.9'(w) s .9'(w)~TI = t. Consequently [.9'(w)~ = .9'(w)TI = 1. 
To prove the converse, assurne thar [.9'(w) = &(w)~] = t, and let 

{b ni I n E w 1\ i E 2} s B. 

By Theorem 18.4 (below) we can assurne that 

(VnEw)[bno = -bnd· 

Define U E V(B) by 

~(U) = !0(w) 1\ (Vn E w)[u(n) = bn1 ]. 

Then 

[U s wTI = t, 

i.e. 

[u E .9'(w)TI = t 

and by assumption 

[U E .?Jl(w)~TI = 1. 

t = [u E .?Jl(w)V] = L [u = s] 
se2!ti(J:) 

L n ([n E u] <::> sen»~ 
se2?(.:J) new 

= L n bn.s(n)' 
s~2CL) new 

Since also t = Onew (bno + bn1 ), this completes the proof. 

Remark. 

by I above 

I. In the same way as we proved Theorem 18.2 we can prove the following: 

B satisfies the (a,2)-DL iff [.?Jl(a) = .?Jl(a)V] = t. 

2. Interpreted in the theory of forcing, Theorem 18.2 says: Let <M, P) 
be a setting for forcing, let G be P-generic over M and let B be the 
.4f-complete Boolean algebra in M associated with P. Then B satisfies the 
(w, 2)-DL in M iff .9'(w)M = .1i'(w)M[GJ. 

Exercise. Give a direct proof of 2. 

Definition 18.3. Let a be a cardinal. B satisfies the reslricted (a, 2)-DL 
iff for all families {b ij I i E I 1\ j < 2} s B such that 1 = a and 

(Vi E /)[b iO = -bill 

we have 

Remark. Although this is a special case of the (a, 2)-DL, the two are 
equivalent: 
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Theorem 18.4. B satisfies the (o:,2)-DL itf B satisfies the restricted 
(o:,2)-DL. 

Proof We can assurne that 0: is an infinite cardinal. Suppose 

{aii I i EI 1\ j < 2} s B 
-

where J = 0:. Define T = (/ x {O}) u (/ x {I}). Then T = 0:. For fE 2T 

define j~,Jl E 21 by 

j~(i) = f(i, 0) 
f1(i) = f(i, 1) for i E I. 

Because of Theorem 4.2 it suffices to show that 

Let J = {j I j = <i, n) where i E I 1\ n < 2}. For j = <i, n) E J define 

and let 

iel 

Then (Vj E J)[biO = -biI]' and since b :::; (ajQ + an), 

i) b· b(i.o>n S ai,n' 
ii) b·b(i.1>n S ai.I-n for i E I, n < 2. 

Since niE] (biO + bi1 ) = 1, 

by the restricted (0:, 2)-DL, 

There, using i) and ii) 

:::; 2: f1 ai,f(!)' 
IE21 tEl 

Remark. Other forms of the (0:, ß)-DL can be obtained from the 
following theorem. 

Theorem 18.5. Let I, J be sets. Then the following conditions are 
equivalent: 

1. For all families {bi; I i E I 1\ jE J} s B, 

f1 2: bij = L f1 bi/Ci) 
tEl JEI .fEil iEI 

(i.e. B satisfies the (I, J)-DL). 
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2. For all families {bij I i E / 1\ .i E J} E B, 

(VJEJI)[ Qbif(i) = 0 -+ [I j~>ij = 0 J 

(i.e., in order to prove the (/, J)-DL we need only show that the left-hand side 
is 0 if the right-hand side is 0). 

Let 

3. For all families {b fj I i E / 1\ .i E J} ~ Band any bEB, 

(VJE JI)[n bif(!) = 0] 1\ (Vi E /)[L bij = b] -+ b = O . 
• eI lei 

Proof We need only show that 3 implies I. Therefore let 

{bij I i E / 1\ jE J} ~ B. 

b = n L bij - L n bifm, 
ieI jei fe2 1 iei 

for iE/,jEJ. 

Because of Theorem 4.2, we have to prove that b = O. 

Laff = b L bij = L bij(n L bi,f' - L n bi'f(i'») 
jei jei jei i'eI j'ei feil j'el 

=b 

and for JE JI: 

n all(i) = b· n b'l(l) = O. 
leI leI 

Applying 3 to the family {alj I i E / 1\ jE J}, we obtain b = O. 
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19. Independence Results Using the Models V(B) 

Theorem 19.1. Let B be a complete Boolean algebra which does not 
satisfy the (w, 2)-DL. Then [V i= LTI = 1 in V(B). 

Praa! (By the method of forcing.) Let M be a countable transitive 
model of ZF such that <M, E, BM) is elementary equivalent to < V, E, B), let 
G be P-generic over M (where Pis the partial order structure in M associated 
with BM). Then, by Theorem 18.2 

ß'( w)M ~ ß'( W )M[Gl. 

However, if M[G] satisfies V = L, then M[G] = M. This is a contradiction. 
Therefore M[G] 1= V i= Land hence [V i= LTI = 1 in V(B). 

Exercise. Give a direct proof of Theorem 19.1 in V(B). 

Remark. We shall now present new proofs of the independence of 
certain axioms from the axioms of ZF + AC by using the models-V(ßl rather 
than the technique of forcing. 

Theorem 19.2. If B is a complete Boolean algebra satisfying the c.c.c. 
and the cardinality of B is ~ 2No , then assuming the GCH in V we have that 
the GCH is B-valid in V(B). 

Praa! Since (war' is definite, 

[ß'«war') = B!2«wa)V) x {I}] = 1 by Theorem 16.27. 

By assumption, B!)«wa)V) has cardinality ~ (2 No)Na = Na + 1 by the GCHin V. 
Therefore there exists a (real) function 

. m« )"') onto B!2«W )V) cp.;:u W a + 1 -----i>- a. 

Furthermore cp is extensional: 

u1, U2 E ~«Wa+l)"') ~ (301, O2 E Wa+l)[Ul = 81 1\ U2 = 82 ] 

~ [[U1 = U2] i= 0 ~ U1 = U2] 
~ [[Ul = U2] i= 0 ~ [CP(Ul) = CP(U2)] = 1] 
~ [Ul = U2] ~ [CP(Ul) = CP(U2)]' 

By Theorem 16.8 there is anfE V(B) such that 

[f: (wa+lr' ~ ß'«war')] = 1 
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and 

erlg < Wa+l)[[!Ct) = pet)] = 1]. 

I i) [(\lg E CWa+l)~)[!cg) E &«wa)~)]] 

= 11 [Jet) E &«wa)j] 

~< Wa +1 

i! < Wa+l 

ii) [(\Ix E &«wa)~))(37) E (Wa+l)~)]!(-I) = X]] 

11 [(37) E (Wa+1)~)[!(7) = xlTI 
XEB9«W a )-) 

= 11 [(37) E (Wa+l)~)[f(7) = pet)]] 
~< wa + 1 

since p is onto 
=1. 

Therefore [i:Y(f) = g"«wa)~)] = 1 by i) and ii). This proves that 

[2<w-;;)V = (Wa+l)~] = 1 

[2(W~' = (Wa+l)~] = 1 

(\la)[2-(;)" = Wa+l] = 1 

[(\la)[2 Wa = Wa+l]] = 1 
[GeH] = 1. 

by Corollary 17.5. 

by Corollary 17.6 

by Corollary 13.23, i.e., 

Theorem 19.3. Let 7T be an automorphism of B (7T E Aut (B». Then 7T 
can be extended to an isomorphism 

7T: V(B) -? V(B) 

such that for every formula p and U b ... , Un E V(Bl 

7T([cp(U1, ... , un)] = [p(7T(U1), ... , 7T(Un))]. 

Proof Note that any automorphism 7T: IBI-? IBI is complete since 
(\I b1, b2 E B)[ b1 ::::; b2 .->- 7T(b1) ::::; 7T(b2)]. We define 7T: V(B) -? V(ßl by ind uction 
as folIows: Let UE V<ß). Then 7T(U) E V(B) is defined by 

f07T(U) = {7T(U) I U E f0(u)} 

and 

It is easy to prove by transfinite induction that 
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Also 1T: V(ßl -+ V(Bl is onto. (Consider 1T -1: V(ßl -+ V(B) the extension of 
1T- 1• This 1T- 1 is the inverse of the extended 1T.) The conclusion then follows 
by induction on the number of logical symbols in cp. 

Theorem 19.4. Let P be the partial order structure used in the proof of 
the independence of V = L (Definition 11.1) and let B be the complete 
Boolean algebra of regular open sets of P. Then 0 and 1 are the only elements 
of B wh ich are invariant under all automorphisms of B*. 

Proo! Let bEB and 0 < b < t Then there exist p and q such that 
[p] s:: band [q] s:: -b. By Theorem 11.6, 31T E Aut (P) such that 1T(p) and q 
are compatible. Using 1T to also denote the automorphism on B induced by 
1T we have 1T(b)·(-b) ;::: 1T([pD· [q] > O. Therefore 1T(b) =l=b. 

Theorem 19.5. (cp. Theorem 11.7) Assuming the GCH, there is a 
Boolean algebra B such that the GC H is B-valid in V (ß) but the statement 
"There is a definable well-ordering of &( w)" is not B-valid. (Here by "de­
finable" we mean "definable using constants k as parameters". Note that k 
corresponds to the constant!s E C(M) in Theorem 11.7.) "There is a definable 
weil ordering of :3"(w)" is in fact a statement in the language of set theory. 

Proo! Let B be as in Theorem 19.4. Then B ::; 2No and B satisfies the 
c.c.c., hence the GCH is B-valid in V(U). Suppose there is a definable well­
ordering of Y'(w) in V(U), i.e., there is a formula cp (possibly involving wn­
stants k) such that cp weil orders Y'(w), i.e., 

[{<x, y) E /3"(w) x :3"(w) I cp(x, y)} is a linear ordering] = 1 

and 

[('Ix s:: .0"(w»[x =1= 0 -+ (3! Z E x)('v'y E x)cp(z, y)]] = 1. 

Define 

S = {x E B9(Wl I [x E .0"(w)V] = O} x {I}. 

We shall prove that 

i) [(3x)[x ES]] = 1 1\ [S s:: &(w)] = 1, but 
ii) b = [(3! XE S)('v'y E S)cp(x, y)] = O. 

This gives a contradiction. 
Define U E V(ßl by 22(u) = 22(w) and 

('In E w)(u(n) = [<{n},O)]-O]. 

Claim: [u E ({jtI(w»V] = o. 

[u E &(w)V] = 2: [u = s] 
s~w 

and for s s:: w, 

[U = s] = n (u(n) ~ sen»~. 
nEro 

* Some authors then say that B satisfies the O,l-Jaw. 
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Suppose [u = s] #0 and let <PI' 1'2) E nnE«J (u(ii) ,:- J(/i». Then 

[<1'1,1'2)] s; {n (u(/i) .~- .I'(/i») 
\ nEuJ 

and hence 

(VQ\q2)[<qll Q2) E P 1\ <ql' Q2) :::; <Pb 1'2) . 

--3>- [<Q1oQ2)] n n (u(li) ~- .1'(/1» # 01-
new 

Choose some 11 E w such that 11 rf: PI U 1'2 and define q = (qI' q'2\ by 

Since 

qI = PI 
Q2 = 1'2 U {n} 

q\ = PI U {n} 
Q2 = P2 

(u(/l) ~. s(il» = u(/i) 
= -u(il) 

if se/i) = 1 

if .I'(il) = 0 

if s(/l) = 1 
if se/i) = 0 

and -u(il) = [<0, {n}>]-O, (by the exercise following Corollary 11.4) we have 
<q\, Q2> :::; <1'10 P2> and [(ql, Q2)] n nnew (u(l1)..;-:· s(ii) = 0, a contradiction. 
Therefore [u = .~TI = 0 for all s s; w, and hence 

[u E P(w)V] = 0 

as we claimed. Therefore .P(S) # 0 and hence [(3x)[x E S]TI = 1. This proves 
i). 

If 7T E Aut (8), and fr is the isomorphism from V(m into V(m induced by 
7T according to Theorem 19.3, then fr(k) = k and hence S is invariant under 
fr. Therefore b is invariant under all 7T E Aut (8). Suppose b # O. Then 
b = 1 by Theorem 19.4. Define L' E Vml by 

~(l') = .!ZJ(w) 

(Vn E w)[v(il) = [(3x E S)(Vy E S)[tp(x, y) 1\ li EX]]]. 

Since b = 1, by the maximum principle there is a Uo E Vml such that 

[UO E S] = 1 1\ [(Vy E S)tp(Uo, y)] = 1. 

[uo = p] = n [ii E Uo -<-> n E {,] 
new 

= n [(3x E S)(Vy E S)[tp(x, y) 1\ il E x] .: ,- il E l'TI 
new 

= 1 by the definition of v. 

since b = 1 

Therefore [ll E S] = 1. But for every nE W l'(n) is invariant, hence ren) = Oor 
1, i.e., 

V E 2!»(wl. 
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Therefore [v s (ßlJ(w)V] = 1. 
Since v E ~(S) this implies that 

1 = [v E S] = 2: [x = v] s: 2: [x E (ßlJ(w)"'] = o. 
xe!'P<S) xeQ,(s) 

This is a contradiction which proves ii). 

Remark. Next we give a new proof of the independence of the Con­
tinuum Hypothesis, however this time we use a measure algebra B: Let I be 
an index set of cardinality > 2~o, let X = 2w x 1 be a generalized Cantor space, 
!JiJ the a-algebra of all Borel sets of X, N the a-ideal in !JiJ consisting of all the 
null sets for the usual product measure, and finally let B = !JiJjN. Basic open 
sets of X are of the form 

where Po: Ul, .. ·,in} -+ 2 and)l' .. . ,in E w X I. Without proofwe shall use 
the fact that there is a (unique) measure m for subsets of X such that 

m(U(po» = (t)n and m(X) = 1. 

With this notation we are prepared to prove the following. 

Theorem 19.6. B satisfies the c.c.c. and therefore B is complete. 

Proo! Let S f; B be a set of mutually disjoint elements. We have to 
show that S s: w. Therefore we can assurne that 0 f/= S. Let Sn = {b I bE S 1\ 

m(b) ~ Ijn} for nE w. Since the elements of S are mutually disjoint and 

m(X) = 1, Sn s: n for all n E w. Since S = Unew Sn, this proves that S s: w. 

Since f!ß and N are a-complete, so is B = f!ßjN, and therefore B is complete 
by Theorem 3.27. 

Remark. For this particular Boolean algebra B we can prove that the 
negation of the Continuum Hypothesis is B-valid in V<B). 

Theorem 19.7. For B defined as above, [-, eH] = 1 in V<B). 

Proo! Define B-valued sets U; E V<B) for i E I as folIows: 

9)(Ut) = 9)(w) 

(Vn E w)[u;(ii) = {p E X I p(n, i) = l}jN]. 

Obviously, 

1. (Vi E I)[[ut f; w] = 1]. 

Proo! Let i,i E I, i =P i. Then 

[Ut = Uj] = TI (u;(ii) <=> uln») 
new 

= {p E X I (Vn E w)[p(n, i) = p(n,))]}jN, 
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since the Boolean operations In Bare the corresponding set theoretical 
operations. Let 

Sij = {p E X I (Vn E w)[p(n, i) = p(n,j)];-. 

We have to show that Sij E N, i.e., Si} has measure O. For arbitrary k E w let 

11 1 , .. . ,11/, E w be different natural numbers and 
PI, ... , PZk be an enumeration of all functions in 2{n1 ..... nk ). 

Define, for 1 :S": I :S": 2k , 

UI = {p E X I p(nl' i) = PI(n1) 1\ ... 1\ p(nk, i) = p,(nk) 
1\ p(nbj) = PI(1l1) 1\ ... 1\ p(nk,j) = p/(nk)}' 

Then Si} S; U 1 u··· U UZk and m(u,) = 1/22 /', hence m(Sif) :S": 2k ·l/22k = 
1/2k • Since k was arbitrary, m(S;j) = O. Thus 

2. (Vi,) E 1) [i =I j ----?>- [u; = ujJ = 0]. 

Similarly, S S; W ----?>- [u i = s] = O. 

Therefore 

3. (Vi E 1)[[u; E (.9'(w))~TI = 0]. 

Since B satisfies the C.C.C., Wl, in V(ll), is wl' Therefore 

If [---, CH] < 1, then by the maximum principle, 

By 1, 

for somefE V<II). 

(Vi E 1)[[(3~ < Wl)[f(Ui) = ~]] 2': b] 

(Vi E 1)[ L [f(ui) = t] 2': b.l· 
0< Wl 

Now we proceed as in the proof of Theorem 17.4: 
Since 1 > 2~o, there exists an 7J S; w, such that J = {i E I I U; = ~} is 

uncountable. Moreover, if i,j E J and i =I j, 

h· [f(u;) = 1)Hf(uj ) = 1)] ::; b· [f(ui) = f(uj)] 
:S": [Ui = Uj] = 0 by 2. 

Therefore 

{b· [f(u;) = 7)] I i E J} 

is an uncountable subset of B, the elements of which are pairwise disjoint. 
However, the existence of such a set contradicts the c.c.c. in B, Thercfore, we 
must have [---, CH] = 1. 

Exercise. Prove Theorem 19.7 by using the Boolean algebra of Theorem 
11.10. 
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20. Weak Distributive Laws 

Again B denotes a complete Boolean algebra. 

Definition 20.1. B satisfies the (w, w)-weak distributive law «w, w)-WDL) 
iff for every family {bnm In, m E w} S; B 

Similarly, if W a is not cofinal with w, B satisfies the (w, wa)-weak distributive 
law iff for every family {bn< I nE w 1\ ~ < w a} S; B 

Remark. If cJ(wa) > w, the right-hand side of 1 is equal to 

Theorem 20.2. If B satisfies the c.c.c. and cJ(wa) > w, then B satisfies 
the (w, wa)-WDL. 

Proo! Let {bn< In< w 1\ ~ < wa} S; B. Then by the C.C.C., for each 
n E w there exists a countable set Cn S; B such that 

.2 bn< = sup Cn• 
~<Wa 

Define 7]0 = sup {~ < Wa I (:In E w)[bn< E Cn ]). Since rf(wa) > W,7]o < w" and 

(VnEw)[.2 bn< = .2 bn~]' 
';<Wa e ::::;110 

hence 

Theorem 20.3. If cJ(wa) > w, then B satisfies (w, wa)-WDL iff 

[cJ(wa)~ > w] = 1. 

Proo! Assume that B satisfies the (w, w",)-WDL. Let JE V(ß) and 
b = [f: w --+ (wa)~], i.e., 

b = [(Vx E w)(3y E (wa)~)(Vz)[<x, z) Ef +-> Z = y]] 

= TI .2 [(Vz)[<if, z) Ef -<+ Z = []]. 
nEW ~<(()a 
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Define bn ( = ~j(l1) = {TI, which should be understood as 

[(Vz)[<h, z) Ej HZ = {]TI. 
Then 

b = TI 2: bn~ 
n<u> ,;<Wa 

by the (W, wa)-WDL 

= [(37] < waV(Vn < w)[J(n) ~ 7]]]. 

Since 

[(f«w,,)~) > wTI = [(Vj)[ifj: W-,;>-(wa)~then(37] < (W,,)~)(VIl < w)[J(n) ~ 7]]]], 

this proves [cf«w,,)~) > w] = 1. 
To prove the converse, let {bn~ [ n < w A ~ < w,,} s Band assume 

[cj«w,,)~) > w] = 1. Define 

JE veR) by !!2(f) = {<h, {)(ß) [ nE w A ~ < Wo,}, 

(Vn E w )(V ~ < wa)[j( <h, ()(ß» = bn ,,]. 

Then again 

i) [f: w -';>- (w"n = TI 2: bn~ 
n<w ';<CJ)a 

and 

ii) [j:w-,;>-(wa)~TI·[(37] < (Wa)~)(Vn < w)[J(n) ~ 7]]] = 2: TI 2: bnl',' 
1/<W,," n<we.s:T/ 

But, since [cj«wa)~) > w] = 1. 

[j: w -';>- (Wa)~TI ~ [(37] < (wa)~)(Vn < w)[J(n) ~ 7]H. 

Therefore, by i) and ii), 

Remark. Next we interpret the (w, w)-WDL: 

Theorem 20.4. B satisfies the (w, w)-WDL iff 

[(Vg)[if g: w -';>- w then (3jE (w'")~)(Vn E w)[g(n) ~ j(n)]]] = 1, 

i.e., if we define a partial ordering -< for the number theoretic functions by 
j -< g H (Vn < w)[J(n) ~ gen)] for f, g E w'", then in VII), the standard 
number theoretic functions (elements of (w"»)~) are cofinal in the set of all 
number theoretic functions. 

Proo! Assume that B satisfies the (w, w)-WDL. Let g E veR) and define 

b = [g: w -';>- w] 
bnm = [g(h) = /11] 

for 11, m < w as in the previous proof. 
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Then 

n«l) m<ü) 

2: TI 2: bnm by the (w, w)-WDL 
lew"' n<w m:<;/(n) 

= 2: TI [g(II) ~ J(i1)] 
few w n<w 

b = [(~rE (w('T)(V'n < w)[g(n) ~ f(n)]]. 

The converse is proved similarly. 

Definition 20.5. A Boolean u-algebra B is a measure algebra iff there 
exists a strictly positive u-measure m on B, i.e., a function from IBI into 
[0, 1], the cIosed interval of real numbers between 0 and I, such that 

(V'b E B)[b i= 0 ->- m(b) > 0] /I. met) = 1 

and 

(V'b E B(l)f(V'i,.i < w)[i i= .i --7 bi • bj = 0] ->- m (2: bi) =2: l1l(bi)l· 
1«11 Z«I} 

Relllark. Note that a measure algebra always satisfies the c.c.c. and hem:e 
it is complete. 

Theorem 20.6. Every measure algebra B satisfies the (w, w)-WDL. 

Proo! Let {bn.l' 111, k < w} s; B. Then for every real e > 0 

Therefore 

(V'e > O){~lE W W )(V'1l < w)l-m( 2: b"k - 2: bn,,) < e/2nl· 
k<w }..;S[(n) _ 

Since 

i«:) i «I) i«1) 

(Ve > O)(:J!,E wrl)[m( TI 2: bnk - TI 2: bnk .) < 2el. 
,n<o) k<w n<(:) k:5.f(n) J 

Therefore 

Theorem 20.7. The Boolean algebra of aB regular open sets in w üJ does 
not satisfy the (w, w)-WDL. 

177 



Proo.f Define bnm = {p E w W I p(n) = m} for n, m < w. Then bnm is 
c10pen and therefore it is regular open. Obviously, 

n<w m<ro 

but 

L TI L bmn = O. 
{ew'" n< w m S {ln) 

for otherwise there exists some JE w W such that 

o i= TI L bnm = TI {p E WW I p(n) ::; J(n)}-O 
n<w ms{(n) n<w 

= TI {p E WW I p(n) ::; J(n)}. 
n<w 

Then there exist n1> ... , nj, 11 , ... , I; such that 

i) {p E WW I p(n1 ) = 11 /\ ••• /\ p(ni) = l;} 

s; (0, {p E WW I p(n) ::; J(n)}) 

Choose some no rf= {nI' ... , nil and 10 > J(no). Then by i), 

{p E W W I p(no) = 10 /\ ••• /\ p(ni) = li} n n {p E WW I p(n) ::; J(n)} i= 0, 
n<w 

Since this intersection is empty we have a contradiction. 
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21. A Proof of Marczewski's Theorem 

Definition 21.1. A set a is quasi-disjoiJ1t iff 

(Vx, Y I'" a)[x =I y -+ x ny = n a] 

Remark. From Definition 21.1 a set a is quasi-disjoint iff x ~ n(a) 
implies that x is in at most one y I'" a. 

Theorem 21.2. (Erdös-Rado) Let a, y be cardinals with y ;:: ~o. Then 
(Vx) [x I'" A -)-}( ::s: a] 1\ (Vx S; A)[x is quasi-disjoint -+.Y ::s: y] -+ A ::s: y". 

Proof For each 0 < a+ we construct a set A" S; A such that 

a. (Vo < a+)[A,; ::s: y"] and 

b. A = U A". 
6<a+ 

This proves the theorem since A ::s: 2"· y" = y". We define A" by recursion: 
For convenience we start with A -1 = O. Suppose Ao for 0 < ß (where 
ß < a+) has already been defined. Let 

For each K S; Eo let 

K = {x I'" A I x n Eo = K} 

and let K* be a maximal quasi-disjoint subset of K Moreover, wc require 
that if 

(3S, TE K)[S nT = K] 

then K* contains all such Sand T. In this case, n K* = K, since K* JS 

quasi-disjoint. Finally, 

Claim: {An I 0 < a+} satisfies conditions a and b. 
Clearly, AI> ~ A. We prove ~ by induction on ß < a+: Suppose ß < a+ 

and (Vo ::: ß)[Ao :::; y"]. Then Eo ::s: a·ya = y'" since (Vx E -io)[x :::; a]. For 
K S; Eß , K* ::s: y by assumption. Since K* =I 0 -+ K =I 0 1\ R ::s: a, 

Ao = U {K* I K S; Eo 1\ K:::; a}. 
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Since Eß has at most (y"Y = y" subsets of cardinality ~ a, Aß ~ y". y = y" 
To prove b, suppose that 

A - U Ao'f O. 
o<a+ 

Let S E A - U,,<,,+ A,), and for ö < a+, let Kfo = Sn Eö• Since SE K",Ko* 'f O. 

Claim: (VÖ < a~)(3TE KJ)[S n (T - E,,) 'f 0]. 
Suppose (VTE Kt)[S n (T - Ei» = 0] for some ö < a+. Then 

(VT E Kt)[S nT s: Sn E/j = K b = T n Eh] 

since TE Kb• Therefore 

(VT E Ko*)[S n T = Ko]' 

Since Kt 'f 0, by our requirement on Kt 

Therefore Kt u {S} is quasi-disjoint. Since K ö* is maximal, SEKt cA". But 
this contradicts our assumption that SE A - U6<"+ Ao• Therefore we can 
choose x o, Ta such that 

ö < ß < a + -',.. X o E Tc) s: U A 0 s: Eil 1\ X ß rt Eß • 

So {xo I ö < a +} s: Sand {xo I Ö < a +} has cardinality a +. This is a contra­

diction, since SE A and hence S ~ a. 

Remark. Engelking and Karlowicz used this result to prove the following 
theorems: 

Theorem 21.3. Let a, y be cardinals with y ;::: ~o. Suppose that A 
{At I tE T} and {Bt I (E T} satisfy the foIIowing conditions: 

I. (Vt E T)[A t ~ a 1\ Bt ~ y]. 
2. lVt, (' E T)[t 'f t' ---+ At n Bt, 'f 0 1\ At n Bt = 0]. 

Then 1 ~ y". 

Prao! Note that A = r by 2. We will show that A satisfies the condi­
tions of Theorem 21.2. Let {At I tE To} be quasi-disjoint, O'f To s: T. 
Choose t 0 E To and define 

Then we claim that 

i) (Vt E To - {to})[Ct 'f 0], and 
ii) (Vt, t' E To - {to})[t 'f t' ---+ C n Ct' = 0]. 

Claim i) foIIows from 2. Claim ii) we prove in the foIIowing way. 
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Suppose x E Ct n Ct , for so me f, t' E Ta - {ta} with f =1= f'. Then 

X E At n At' = n At" 
t"ETo 

since {At" I f" E 7'o} is quasi-disjoint 

XE Bto n n At" s: Bto n Ata = O. 
t"ETo 

This is a contradiction. 
Therefore, for each tE Ta - {ta} we can pick X t E Cf s: Bto such that 

f, f' E: Ta - {t a} and f =1= t' ~ X t =1= Xt'. Hence 

Ta ::;: Bto ::;: y. 

Corollary 21.4. Let y be a cardinal with y 2': ~a. If 

I. (Vt E T)[A t < W 1\ BI ::;: y]. 
2. (V/, t' E T)[f =1= f' ~ At n Bt , =1= 0 1\ At n Bt = 0], 

then T ::;: y. 

Proof Let Ain) = {At I fE T 1\4 t = n} for nE w, By Theorem 21.3 

(for a = 11), A(n) = yn = y. 

Since A = {At I fE T} = Un<ü) Ain), A = T::;; y. 

Theorem 21.5. (Marczewski) Let J be a set and {Xi I i E 1} be a family 
of topological spaces such that each Xi has a base bi of cardinality ::;; y. Let 
X = niEI Xi be the product space. If {OttJ I fE T} is a family of pairwise 

disjoint open sets of X, then r ::;; y. 

Proof We can assurne that Xi n Xi' = 0 for i =1= i' and Xi E bi for 
i, i' E J. Let 

Pj: n Xi ~ Xi> JEJ, 
jE! 

be the canonical projection, 

be the jth-component of O(/). 
Since Om is open, {i E I I Oi(t) =1= Xi} is finite and Oi(t) is open in Xi for each 

i E J. We can assurne that 

(Vi E 1)(VI E T)[Oi(t) =1= 0] 

and 

(Vi E 1)(VI E T)[O/t) E b i ], 

since each 0/° contains a basic open set. In order to apply the previous 
corollary, define 

At = {O/I) I i EI 1\ 0/1) =1= Xi} 

Bt = U {b I b E bi 1\ b n Oi(l) = O}, tE T. 
iEl 

o,(t)*x, 
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Then (Vt E T)[A t < W 1\ B, ::::; y] since {i E I I 0;(1) i= X} IS finite and 

(Vi E 1)[b, ::::; y]. 

I. (VI E T)[A t n Bt = 0]. 

Suppose not. Then for some t E T, and i E I, 

i.e., O;(t) E bj and O/t) n O/t) = 0 for some jE I. Since X; n X j = 0 for i i= j, 
we must have i = j, but then 

This is a contradiction. 

2. t, t' E T 1\ t i= t' ---* At n Bt, i= O. 

Let t, t' E T, t i= t'. Since 0<0 n 0(1') = 0, 

(:li E 1)[0/° n O;(t') = 0]. 

Then O;(t) E At n BI' and hence we have 2. Therefore Corollary 2 1.4 applies, 

and we have T ::::; y. 

Corollary 21.6. If {Xj I i E l} is a family of topological spaces (J a set) 
and each Xi has a base of cardinality ::::; y, where y is an infinite cardinal, thcn 
the Boolcan algebra B of all regular open sets of the product space niE! X, 
satisfies the y-chain condition. In particular, if each Xi is 2nd cOllntable 
(i.e., Xi has a cOllntable base) then B satisfies the c.c.c. 
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22. The Completion of a Boolean Algebra 

For the following let X be a topological space, and let S c;;: X be a subspace 
of X with the relative topology. The topological operations -, ° and - s, os 

refer to X and S respectively. 

Theorem 22.1. 

1. A c;;: S -+ A -s = A - n S. 
2. A c;;: S -+ AOS = S - (S - A)-. 

Proof 1. Let A c;;: S; then obviously 

A-sc;;:A-nS: 

Conversely, let pE A - n S. Then 

PES /\ (YN(p))[N(p) n A =f. 0] 

(YN(p))[N(p) n Sn A =f. 0] since A c;;: S 

(Y NS(p»)[NS(p) n A =f. 0] 
l.e., 

2. Follows from 1. 

Theorem 22.2. If A c;;: S, if S is dense in X, and if A is regular open in 
S then A = A - ° n S. 

Proof Let A c;;: S be regular open in S. By Theorem 22.1.1, A -s = 

A - n S. Then, since A -0 n S is open in S, 

A-o n S c;;: (A-S)OS = A. 

On the other hand, if pE A, then since Ais open in S, there exists a N(p) such 
that N(p) n S c;;: A. Since S is dense in X, N(p) c;;: (N(p) n S)- c;;: A -. Thus 
pE A- O n S. 

Theorem 22.3. Let S be dense in X and let A, B be regular open (in X). 
Then AnS c;;: B n S -+ A c;;: B. 

Proof A = A n S- c;;: (A n S)- c;;: (B n S)- c;;: B-

A c;;: B- o 

Ac;;:B 
since A is open 
since B-o = B. 
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Theorem 22.4. If S is dense in X and A is regular open (in X) then 
AnS is regular open in S. 

Proo! We need only show that (A n S)-SOS s; A -0 n S for by the 
proof of Theorem 22.2 we know that the reverse incIusion holds. Let 

pE (A n S)-SOS, 

then 

(3N(p))[N(p) n S S; (A n S)- n S] by Theorem 22.1 
N(p) = N(p) n S- S; (N(p) n S)- S; (A n S)- S; A-. 

Thus 

pE A-o n S. 

Remark. As a eonsequenee ofTheorems 22.2-22.4 we have the foIIowing. 

Theorem 22.5. Let S be dense in X and let Band Bo be the eomplete 
Boolean algebras of aII regular open sets in X and S respeetively. Then Bo 
and B are isomorphie. An isomorphism i: Bo -+ Bis given by 

bo = i(bo) n S for bo E Ba. 

Proo! For bo E Ba, define i(bo) = bo -0. Then i: Bo -+ Band bo = 

i(bo) n S, by Theorem 22.2. Let bEB. Sinee b n S is regular open in S tby 
Theorem 22.4), i(b n S) = b. Therefore i is onto, is one-to-one, by 
Theorem 22.2, and by Theorem 22.3 it preserves :;;;. 

Definition 22.6. Let Bo be a Boolean algebra (whieh need not be eom-
plete). A eompletion of Ba is a pair (B, h) sueh that: 

I. B is a eomplete Boolean algebra, 
2. h: Bo -+ B is a monomorphism (i.e., one-to-one), 
3. if LaeA ba = bin Bo, then LaeA h(ba) = heb) in B, 
4. h"(Bo - {O}) is dense in B - {O}. 

Remark. Our next result shows that every Boolean algebra has a com­
pletion whieh is unique in a eertain sense. 

Theorem 22.7. Let B be a Boolean algebra (not neeessarily complete) and 
let P = (P, ::; > be the partial order strueture determined by B, i.e., 
P = B - {O} and ::; is ::; in B. Let B be the Boolean algebra of aIl regular 
open sets in P and let j: B -+ B be defined by 

j(O) = 0 A (VpEP)[j(p) = [p]]. 

(Sinee P is fine we have by Lemma 5.22 that [p] = [p]-o.) 
Then (B,j) is a eompletion of B. Moreover, if (BI.!) is any eompletion 

of B, then there exists an isomorphism 

k:B ~ BI 
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such that the diagram 

commutes, i.e., k 0 j = f 

Proof j" P is dense in B because {[p] I pEP} is a base for open sets in 
P. Repeating the proof of Theorem 1.30 we see that <B,i> is a eompletion of 
B. If <B1,/) is any completion of B, S = j" (B - {O}) is dense in BI - {O}. 
Thus by Theorem 22.5 the Boolean algebra of regular open sets of S is iso­
morphie to the eomplete Boolean algebra of aIl regular open sets in BI - {O} 
which is isomorphie to BI by Theorem 1.40, and hence also to B. This gives 
an isomorphism k: B ---+ BI as required by the theorem. 

Remark. By" the" eompletion of a Boolean algebra B we will mean the 
Boolean algebra B defined in Theorem 22.7. We will regard B as a subalgebra 
of B by identifying Band j" B. 

Theorem 22.8. Let X, Y be topülogical spaees and let j: X ---+ Y be an 
open continuous map onto Y. Then für B s:: Y we have, 

I. (j-l)"(B-) = «(f-l)"B»-. 
2. (f" 1)"(BO) = «j-l)"B»o .. 

Proof Let XE (j-1)"(B-). Then j(x) E B- and hence 

('V N(j(x») [N (f(x» nB=? 0] 
('V N(x»[j"N(x) nB=? 0] since fis open 

('VN(x»[N(x) n (f-1)"B =? 0]. 

Thus 

XE «(f-l)"B)-. 

On the other hand, «(f-1)" B) - s:: (f-1)"(B-) since (f- 1 )"(B -) is c\osed. This 
proves 1. 

2. Follows from I sincefis onto. 

Remark. From Theorem 22.8 the next result follows easily. 

Theorem 22.9. Let X, Y be topological spaces and let f: X ---+ Y be an 
open continuous map onto Y. Then f induces a complete monomorphism 
i: By ---+ Bx such that 

('Vb E By)[i(b) = {f-l)"b], 

where Bx and By are the complete Boolean algebras of all regular open sets 
of X and Y respectively. 
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Remark. Let Bo, BI be complete Boolean algebras and let i: Bo -7- BI be 
a complete monomorphism. Define 

Po = (Po,:::;:> and PI = (Pb :::;) 

by Po = Bo - {O}, PI = BI - {O}. We would like to define an open continu­
ous mapping 

such that the associated complete monomorphism from Bo into BI is i. For 
this purpose, define #(b1) = inf {bo I b1 :::; i(bo)} in Bo• 

(We use bo, b1 as variables ranging over Bo and BI respectively.) Under 
these assumptions we can prove the following. 

Theorem 22.10. 

1. b l :::; i (#(b1». 
2. b1 = 0 -7- #(b l ) = O. 
3. #(i(bo» = bo. 
4. b1 :::; i(bo) +->- #(b1) :::; bo. 
5. bo· #(b 1) = #(i(bo)· b1). 

6. i(bo)· b1 = 0 -7- bo· #(b1) = O. 

Proof 1-4 follow {rom the definition of #. (Note that Bo and BI are 
completed and so is i.) 

5. i(bo)· b l :::; i(bo· #(b1» by 1. 
#(i(bo)· b1 ) :::; bo· #(b1) by 4. 

Suppose #(i(bo)' b l ) < bo' #(b1 ), then 

b l = (i(bo)·b1 ) + (bl·(-i(bo))) 
:::; i(#(i(bo)· b1 ) + #(b1 • (- i (bo»))) by 1. 

Since b1 :::; i(#(b1), 

i«-bo)·#(b l » = i(-bo)·i(#(b1» ~ i(-bo)·b1 by 3, 
(-bo)·#(b 1 ) ~ #(-i(bo)·b1) by 4, 

hence 

b1 :::; i(#(i(bo)·b1) + «-bo)·#(b1») 
b1 < i«bo' #(b1» + (- (bo)' #(b1») 
b1 < i(#(b1». 

Thus we have 

b1 :::; i(b~) < i(#(b1») 

by assumption 

where b~ = #(i(bo)·b l ) + #(b1·(-i(bo») which contradicts the definition 
of#. 

6. Follows from 5. 
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Theorem 22.11 

1. (#-l)"[ho] = [i(bo)]. 

2. # is an open continuous map from PI onto Po. 
3. The complete monomorphism from Bo into BI associated with # is i. 

Praa}: 

I. b1 E (#-l)"[bo] -<-> #(b1) ~ bo 
H b1 ~ i(bo) 
<-", b1 E [i(bo)]. 

2. # is continuous because of I. We will show that #"[btl is open for 
every b1 E Bl • 

Let bo E #"[btl. If b~ ~ bo, then since # is order preserving b~ ~ #(b1) 

and hence 

b~ = b~· #(b1) = #(i(b~)· b1 ) 

E #"[btl, 

hence [bol S; #"[bd· 
# is onto by Theorem 22.10.3. 
3. Obvious from I. 

by 5 ofTheorem 22.10 

Remark. Next we prove that # is uniquely determined by the properties 
2 and 3 of Theorem 22.11. 

Theorem 22.12. If 

is open and continuous and induces i, then 

i.e.,j= #. 

Praof There are two complete monomorphisms: 

induced by jvia Theorem 22.9, and 

These monomorphisms are related to each other by 

[i(po)] = j([boD 

via the isomorphisms Bo --- Bpo ' BI +->- Bpt which are given by b --- [b]. Since 
jinducesj in the sense ofTheorem 22.9, we have, using Theorem 22.11.1 

(f-l)"[bo] = j([boD 
= [i(bo)] = (#-l)"(bo). 
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Therefore, for all bo E Bo and bl E BI, 

#(bl ) 5 bo ..,.... bJ 5 i(bo) 
.<-:> f(b l ) 5 bo 

which gives #(b1) = f(b 1). 

Theorem 22.13. Let Bo, BI> B2 be complete Boolean algebras, let 

i1 : Bo -? BI 
i2 : BI -? B2 

be complete monomorphisms and let #j be the open continuous mapping 
associated with ij (j = 1,2), i.e., 

If i = i2 0 i1 and # = #1 0 #2' then # induces i. 

Proo! #: B2 ...-.r Bo is open, continuous and onto Bo• 

# -1_(# #)-1_#-1 #-1 - 1 0 2 - 2 Q 1 , 

hence 

Remark. We are mostly interested in the case where Bo is a complete 
subalgebra of BI and i is the identity on Bo. Suppose that there is a big 
complete Boolean algebra B such that all the complete Boolean algebras 
under consideration are complete subalgebras of B. Thus, if Bo, BI are com­
plete subalgebras of Band Bo S; BI, we denote the map BI ...-.r Bo associated 
with i: Bo -? B1, where i is the identity map on Bo, by #(Bo, BI)' Then by the 
definition of # 

bE BI -? #(Bo, B1)(b) = #(Bo, B)(b). 

Therefore we can simply write #(Bo) for #(Bo, BI)' 

Definition 22.14. Let K be a cardinal or On. 

<{X" I a < K}, {p"o I a 5 ß < K}) 

is called an open, continuous and onto (o.c.o.) inverse system of topological 
spaces iff 

1. X" is a topological space. 
2. P"O: XO -? X" is an o.c.o. map. 
3. p"" is an identity map. 
4. P"o'POy = P"y' 

For an O.C.O inverse system, we define a topological space X = lim"_,,, X" in 
the following way. 

Let 

x = {JE TI X" I (Tta < ß < K)[p"if(ß») = f(a)]}. 
"Eie 
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The topology on Xis defined by the following open base. 

T = {Ga I a < K 1\ (Ga is open in xa)} 

where 

Ga = {JE X If(a) E Ga}. 

We define Pa: X -+ xa by Pa(f) = f(a). 

Remark. Then the following result is obvious. 

Theorem 22.15. <X, T) is a topological space, Pa is an o.c.o. map and 

Paß 0 pß = Pa· 

Definition 22.16. Let K be a cardinal or On. 

({Ba I a < K}, {iaß I a ::; ß < K}) 

is called a direct system of complete Boolean algebras iff Ba (a < K) is a 
complete Boolean algebra and iaß: Ba -+ Bß is a complete isomorphism such 
that 

1. iaa is an identity map. 
2. ißy 0 iaß = iay. 

Remark. We assume that Ba is a complete subalgebra ofBn if a ::; ß < K. 

Under this assumption Ua<IC Ba becomes a Boolean algebra B' if we define 
b l + b2 , bl . b2 , - b by b1 + b2 , bl . b2 , - b in Ba where a is the least ordinal a 

such that, bl , b2 E Ba or bE Ba respectively. These definitions -are unam­
biguous since Ba S Bß for a < ß. B ~ lima_ IC Ba is defined to be the com­
pletion of B'. 

Theorem 22.17. Ba is a complete subalgebra of B. 

Proo! Let S S Ba and bo = TI S in Ba. i.e. bo = nBa {s I SES}. Let 
bEB and suppose that (Vx E S)[x 2': b]. We would like to show that bo 2': b. 

Since bEB we have b E Bß for some ß. Then either b E Ba. and hence 
b ::; bo• or ß > a. But if ß > athen Ba is a complete subalgebra of BJJ and 
hence bo = TIBa S = TIßp S 2': b. 

Theorem 22.18. Let K be a cardinal or On. Let 

({xa I a < K}, {Paß I a ::; ß < K}) 

be an o.c.o. inverse system and X be lima_ 1C xa. Let Ba be the Boolean algebra 
of regular open sets in xa, let i aß : Ba -+ Bß be the complete isomorphism 
induced by Paß (Theorem 22.9) and let B = lima_ IC Ba. Then B is isomorphic 
to the Boolean algebra of regular open sets Bx of X. 

Prooj, By Theorem 22.7, it is sufficient to show that Bx is a completion 
of Ua<lC Ba. For this purpose we have to show (i) each Ba is a complete sub­
algebra of Bx and (ii) Ua<lC Ba - {O} is dense in Bx - {O}. Since the pro­
jection Pa: X -+ xa is an o.C.O. map, by Theorem 22.9, Pa induces a complete 
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monomorphism ia: Ba ->- Bx • where ia(h) = (Pa -l)"h for b E Ba. This proves 
(i). To prove (ii), it suffices to show that 

(3a)C:3Ga)[(Ga is a nonempty regular open set in xa) 1\ Ga s; G]. 

(Since ia(Ga) = Ga, Ga is a nonzero element of Ba wh ich is below G and which 
belongs to Ua</C Ba.) Since G is nonempty and open in X, there exists an a 

and a nonempty open set Oa in xa such that Oa s; G. Define Ga = 0" -0 in 
xa. Ga is nonempty and regular open in xa. It is easily seen that 

Ga s; G-O = G. 

Theorem 22.19. Let K be a cardinal or On. Let Xi Ci < K) be topological 
spaces and define xa = Di<a Xi for a < K and X = TIi<IC Xi with A-product 
topologies. We define Paß (a ~ ß < K) to be a projection from Xß onto xa. 
Then <{xa I a < K}, {Paß I a ~ ß < K}) is an o.c.o. inverse system. 

Moreover, if cf(K) ;::: A, then Xis homeomorphic to lima _ 1C xa. 

Proof (We prove only the second part leaving thc proof of the first 
part to the reader.) Let (I>: X -0- X' = lima_ 1C X" be defined as folIows: 
lI>(f)(a) = fl a. Then (I> is one-to-one, onto and continuous. To show that 
lI> is an open map, let G = TI"<IC OV be an open set of X, where Ov = Xv 
except for < A number of v's. Since (f(K) ;::: A, sup {v I 0" #- Xv} < K. Let 
it be ß and let 

v<a 

Then Gß is a basic open set in X' and Gß S; <1>(G). So (D is open. Therefore 
X~ X'. 

Theorem 22.20. Let K be a cardinal or On. Let 

< {X a I a < K}, {p.zß I a ~ ß < K}) 

be an o.c.o. inverse system and X = lima_/C xa. Let Y be a topological space 
and q,,: Y __ xa (a < K) satisfy the following conditions 

1. qa is an o.c.o. map. 
2. Paß 0 qß = qa. 

~ IPo, ·<ß 
Xß 

(commutative). 

Then there exists a dense subset Xo of X and an o.c.o. map q: Y -0- Xo such 
that qa = Pa 0 q. 

y 

~ IPo (projection) (commutative). 
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If, in addition, Y satisfies the following condition 

(VY1' Y2 E Y)[Y1 1= .b --+ (3a < K)[qa(Y1) 1= q,,(Y2)]] 

then q is a homeomorphic map from Y to Xo. 

Proo! Define q by 

(q(y»(a) = qa(Y). 

Obviously q(y) EX and qa = Pa 0 q. Define 

Xo = {q(y) I YE Y}. 

I. Xo is dense in X. 
Let x EX and let G be an open set with x E G. Then there exist a < K and Ga 

such that Ga is open in xa and 

XEGa ~ G. 

Take Y E (qa -1)"Ga and define Xo = q(y). Then Xo E X o and Xo E G, i.e., 
G n Xo 1= O. 

2. q: Y --+ Xo is o.c.o. 

Obvious. 
3. If Y satisfies the additional condition, then q is one-to-one. 
An o.c.o. map is homeomorphic if it is one-to-one. 

Remark. We cannot improve Theorem 22.20 by adding Xo = X as is 
easily seen from the following counterexample. 

Let K = wand xn = 2n with the discrete topology. If Pnm(f) = fr n, 
then X = limn _ Ol xn is homeomorphic to 2"' with the product topology. Now 
define Y = {JE X I (3n < w)(Vm)[n $; m < w --+f(m) = On and qa = Pa r Y. 
The desired q is uniquely determined by (q(y»(a) = piY) for y E Y. Then 
Xo = q"Y 1= X. 

Definition 22.21. Let X and Y be topological spaces. A map i: X --+ Y 
is a topological embedding if i: X --+ i" Xis a homeomorphism. 

Definition 22.22. A topological space X is called atomic if for every 
x E X there exists a smallest open set Go such that x E Go i.e., (VG)[x E G and 
G open --+ Go ~ G]. This open set Go is denoted by [x]. 

Remark. If P = <P, $; > is a partial order structure, then the topological 
space of P is atomic and satisfies the To-axiom of separation. On the other 
hand, if X is a To-space and atomic, then we define x $; y by [x] ~ [y]. This 
then becomes a partial order structure. Therefore we may think of the two 
notions partial order structure and atomic To-space as the same. 

Theorem 22.23. Let P1 = <Pb ~ 1> and P2 = (P2 , $; 2> be partial 
order structures and 
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Then "i is a topological embedding" is equivalent to 

"(Vp, q E P1)[p ~ 1 q.' i(p) ~ 2 i(q)]." 

Proof Since PI and P 2 are atomic To-spaces, this is clear. 

Theorem 22.24. Let PI = (PI' ~ 1) and Po = (Po, ~ 0> be partial 
order structures and p: PI -i> Po be o.c.o. Then 

1. for every x, y E PI 

2. p"[x]p, = [p(x)]p o' 

Proo! 

x ~ 1 Y -i> p(x) ~ 0 p(y). 

I. Suppose x ~ 1 y. Then XE [y]p, S; (p- 1)"[p(y)]po (since P IS con­
tiIllIOliS and [Y]'" is the smallest neighborhood of y). Therefore 

p(x) E [p(Y)]"o' 

2. p"[x]'" :::2 [p(x)]l'o since I' is an open map. Therefore p"[xh' l = 

[p(x)]po' 

Definition 22.25. Let K be a cardinal or On. A system ({Pa I a < K}, 
{Paß I a ~ ß < K}) is called anormal limiting system of partial order stru('­
tures iff 

I. P" is a partial order structure for every a < K and ({Pa I a < K), 
(Prxß I a ~ ß < K}) is an o.c.o. inverse system. 

2. Po S; PI S; ... S; Pa S; .. ·(a < K). 
3. If X E Pa and a < ß, then 

Paix) = x. 

4. (Paß -l)"[xh'a = [xh' ß if X E Pa and a < ß < K. 

Remark. 4 is equivalent to the following: 

4*. For X E Pa, Y E P/3' a < ß < K, 

Paß(Y) ~ X H Y ~ x. 

Example. Let Ba s B] S; ... S; Ba S; ... (a < K) be a direct system of 
complete Boolean algebras. Let Pa be the associated partial order structure 
for Ba and let Paß be #aß (see Theorem 22.11). It is easily seen that this is a 
normal limiting system. 

Theorem 22.26. Let K be a cardinal or On. Let PoS; PIS; ... S; P cc S; ... 
(a < K) be anormal limiting system. If X, Y E Pa are compatible in P ß for 
a < ß < K, then x and y are compatible in P cc' 

Proo! Suppose (3z E Pß)[z ~ x /\ Z ~ y]. Then Paß(z) ~ X and 
PaAz) ~ y. 
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Theorem 22.27. Let K be a cardinal or On. Let PoS; PIS; ... S; Pa S; ... 
(0: < K) be a normallimiting system. 

4'. If x E Pa, Y E Pß' 0: < ß < K, then 

Comp (x, p",iY)) <-+ Comp (x, y) 

Praa! It is easily seen that the latter implies the former. Now assurne 
x and PaiY) are compatible. 

(3ZEPa)[Z ~ x /\ zE[PaiY)Jpa =p~~[Yh'ß] by4. 

Therefore 

(3u E Pß)[u ~ Y /\ Z = PaoCu)J. 
PaaCu) ~ x -+ u ~ x. (Use 4*.) 

So, x and Y are compatibie. 

Remark. A weakly normal limiting system is obtained from anormal 
limiting system by replacing 4 by 4'. Actually, what we mainIy use is a 
weakly normallimiting system. However, in many cases, the two definitions 
are equivalent as is seen in the following. 

Theorem 22.28. Let K be a cardinal or On. Let Po S; PIS; ... S; Pa S; ... 
(0: < K) be a weakly normallimiting system. If Ua<1< P" satisfies 

5. (Vp, q E U"'<IC P",)[q 1,. P -Jo- (3r E Ua<J< P",)[r ~ q 1\ ,Comp (r, p)]] 
then the system is a normallimiting system. 

Praa! We have to show that 4* follows from 4' and 5. For that, let 
XE p(<> Y E Pß, and 0: < ß < K. Suppose p",iy) ~ x and )' 1,. x. Then by 5 
there exists a y ~ ß and a Z E Py such that z ~ Y and = and x are incom­
patible. By 4' x and Pay(z) are incompatible. On the other hand, by Theorem 
22.24, P",nCz) ~ P"ß(Y)' Therefore P",nCy) 1,. x, a contradiction. Hence 

PaiY) ~ X-Jo- Y ~ x. 

Conversely if Y ~ x then, again by Theorem 22.24 Paß(Y) ~ PanCx) = x. This 
proves 4*. 

Theorem 22.29. Let K > w be a regular cardinal or On and 

<{Pa I 0: < K}, {Paß I 0: ~ ß < K}) 

be a no~mallimiting system. IfP" = Ui<'" Pi for every Cl. < K with cf(o:) = w, 

and if Pa < K for every Cl. < K, then Ua < J< Pa satisfies the K-chain condition. 

Praa! For a member XE Ua<1< Pa, define lxi to be the least ordinal a 
such that x E Pa. Then we have 

XE U Pa -Jo- cf(lxi) # w. 
a<1C 

Let A be a _maximal pairwise incompatible subset of Ua<1C Pa. It suffices to 
show that A < K. 
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We define the sequence of ordinals ~o < ... < ~i < ... < K (i < w) by 
induction on i. Define ~o = O. Suppose that ~i < K has been defined. Take an 
arbitrary element x of Pc., - A. By the maximality of A, there is an element 
ex of A such that ex and x are compatible. Define 

~i+l = max ai + I, sup {Iaxii XE PC.i - An· 

Since PI'" < K and K is regular, ~i+l < K. 

Now let 1') = sup {~i I ~ < w}. Then 1') < K and (j{1') = w. We claim that 
A c;: Pn, which implies A < K. Suppose not. Let a E A and a rf= Pn- Let 
a E PB where 1') < ß· There exists an 11 such that Pnß(a) E P;;n' Then 

(3b E A n Pl',n +1)[Comp (b, Pnia»] 

(Take b = ep • ßca )') Now we have two properties. 

1. a and bare incompatible. 
2. PnB(a) and bare compatible. 

This is a contradiction since by 4*, Pnß(a) :::; a. 

Theorem 22.30. Under the same conditions as in the preceding theorem, 
let B" be the complete Boolean algebra 01' regular open sets in P '" let B = 

U,« '" Ba and let B to bc thc completion 01' B. Moreover, let BI and B2 be 
the complete Boolean algebras 01' regular open sets in U Pa and in lim"_,,, P '" 
respectively. Then 

i) B satisfies the K-chain condition, 
ii) B = B, 

iii) The three complete Boolean algebras B, BI, and B2 are isomorphie. 

Proof i). Follows from ii), iii), and Theorem 22.29. 

iii). Since, by Theorem 22.18 B ;;;;; B2 , it suffices to show that BI ;;;;; B2 • 

Clearly there exists a projection qp: U" < /C Pa -)- P ß such that 

I. qß is an o.c.o. map. 
2. Paß·qß = qa (a :::; ß < I(). 

(Let Cix = fka(X E Pa) for XE Ua<", Pa and take qß as folIows: 

qp(x) = Pßa,.(x) if ß :::; ax, 

= x otherwise.) 

DefineJ,,(ß) = qß(x) for XE Ua<", Pa· Then by (2) above, Papof(ß) =f(a) 
and hence fx E lim,,_1C Pa. Moreover, if X i= y then J" i= j;,. Therefore 
U"<IC Pa is densely embedded in lima_", Pa. So by Theorem 22.5, BI ;;;;; B:o. 

ii). It suffices to show that B c;: B. Suppose bE H, b i= O. Let S = 
{b E BIO< b :::; h}. Take A to be a maximal incompatible subset of S. Then 
we have 

3. b = sup A. (For, suppose b > sup A, and consider b - sup A. Then 
we have a contradiction.) 

4. A < K. (This follows from B ;;;;; BI and Theorem 22.29.) 
Therefore we have (3a < K)[A c;: Ba]. Since Ba is complete, bE Ba c;: B. 
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Corollary 22.31. Let K > w be a regular cardinal and Bo <;; Bi <;; ... <;; 

Ba <;; ... (a < K) be a direct system of complete Boolean algebras such that 

B" is a completion of UrJ<a Bf! for every limit ordinal a < K. Deflne B = 

Ua<>: Ba and B to be the completion of B. If (Va< K)[Ba < K], then 

I. B satisties the K-chain condition ami 

2. B = B. 

Proof Deflne Ca (a :S; K) and C as folIows. 

i) Co = {b E Bo [ b > O}. 
ii) Ca + 1 = {b E Ba+ 1 [ #a(b) E C,,}. 

iii) Cx = Uß<a Cß for every limit ordinal a. 

iv) C = C". 

Define Pa = <Ca, :s;) and apply the theorem. 
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23. Boolean Algebras That Are Not Sets 

When for a given axiom (Va)A(a), one wishes to build a model of 
ZF + (Va)A(a), he is often lead to the existence of complete Boolean algebras 
Ba, for which 

1. VBp satisfies ZF + (Va< ß)A(a), and 
2. The cardinality of IBal increases as ß increases. 

In this situation, the natural idea is to find a certain limit B of Bß and to 
prove that VlI is a model of ZF + (Va)A(a). 

In almost all ca ses, however, the limit algebra B is not a set, it is a proper 
cIass. In general if a complete Boolean algebra is not a set, then VB may not 
satisfy the Axiom Schema of Replacement or the Axiom of Powers. Therefore 
we need a general theory about conditions we should impose upon B in order 
that Vn satisfy the Axiom Schema of Replacement and the Axiom of Powers. 

Another interesting problem is this: We do not have many useful ways to 
define limits of Boolean algebras. Therefore we tend to think in terms of 
limits of topological spaces or limits of partial order structures. At least one 
can make a partial order structure Pß which is dual to Bß • Then we can 
take P, a limit of Pa, and define a limit of Bß as the dual Boolean algebra of P. 
In our opinion, one of the most interesting problems in set theory is to 
investigate what effects the special kinds of limits of partial order structures 
or topological spaces have on the limit Boolean-algebra Band the Boolean 
valued universe VII. In this section we will see that a limit topological space 
which is simultaneously a direct limit and an inverse limit of a certain se­
quence of topological spaces plays an important role. We believe strongly in 
the importance of the investigation of many other kinds of limits of Boolean 
algebras. 

Until now we have considered only Boolean algebras which are sets. This 
requirement enabled us to prove the Axiom of Powers and the Maximum 
Principle in V (1\). We shall now drop this restriction and allow B to be a cIass. 
However, in many applications B is not even a cIass of sets but a cIass of 
cIasses. Consider e.g., a partial order structure P = <P, ~) where P is 
a proper cIass. Then the complete Boolean algebra of regular open cIasses in 
P contains cIasses some of which are proper cIasses. In order to cope with 
this situation we shall consider two cases. In the following we shall use B 
for a Boolean algebra wh ich is a cIass of sets and B for a Boolean algebra 
which is a cIass of classes. In the second case we {)bviously need a set theory 
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which is stronger than ZF. Note also that for B as above the completion of 
B is of type B. 

If we consider B as above we do not require that B be complete but 
satisfy the folio w ing weaker condition: 

(VA<:; B)[./ft(A) --+ (:Ix E B)[x = sup A]]. 

On the other hand we always require that a Boolean algebra of type B be 
complete, i.e., sup A exists in B for euery class A <:; B. Under these assump­
tions we define V(ß) and VIii) in two different ways. V(ß) is defined as folIows: 

Definition 23.1. Let Ca = B n R(a) for a E On. Then 

1. Vo(ß) ~ o. 
2. V,,(ß) ~ {u E C,,~(U) I (:lt < a)[g(u) <:; V/ß )]}. 

3. V(ß) ~ U Va(ß). 

aeOn 

Remark. This is a definition in the framework of ZF. Moreover, 

VeR) = {u I 22(u) <:; V<ß) 1\ u: E2J(u) --+ B} 

as in the ca se of a set B. Note that Va(ß) is a set for each a and V(ß) is a cIass 
of sets. 

VIii) is defined as folIows: 

Definition 23.2. 

1. Vo1il l ~ o. 
2. Va{fl) ~ {u E jj2<U) I (:lt < a)[.P(u) <:; V/iI) 1\ :@-(l/) E On]}. 

3. VIii) ~ U Valii'. 
a-=On 

Remark. Note that in general Valiil is not a set for a > I. We tacitly 
assume that we have a sufficiently strong set theory to define VIii). In the 
following, u, u, w, ... range over VCß) or V(iI). [u = u], [u EU], and y für 
y E V are defined in V(II) and VIii) in the same way as in the case of a set B. 
The following reslilts are obtained in the same way as in the case of Boolean 
algebras which are sets. 

Theorem 23.3. (cf. Theorem 14.2). Let k E Vand U E VJ~l. Then 

1. cx ::; rank (k) --+ [k E u] = O. 
2. cx < rank (k) -r [k = u] = O. 

Theorem 23.4. (Vu E V(Il»)[[Ord (u)] = 2aEün [u = an]. 

Remark. This is proved in the same way as Theorem 13.21. However, 
since B need not be a set, we have to give a proof that for u E VIß) 

Du = {t I [u = g] > O} 

is a set. But this follows directly from the preceding theorem. 
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We can define 

ß " • 1. [M(u)~ = L. [u = k] 
kEV 

in V(ß) and V(n) as before. In the case of V(n) the existence of the supremum 
is assured by our assumption that B is compIete. On the other hand, in the 
case of Vm) we have from Theorem 23.3 that for u E V(ß) 

(:la) [2 [u = k] = 2 [u = k]J 
kEV kER(a) 

and therefore the sum in 1 is actually only a sum ovcr the index set R(et) 

Similar remarks apply to the definitions of B, +, :, F below in the case of 
V(ß): 

2. [u E B] ~ 2 [u = 6]. 
bEB 

3. [+ (u, v, w)] ~ 2 [u = 61], [v = 62], [w = (b 1 + b:.)~]. 
bl.b2EB 

4. r(u, v, w)] ~ 2 [u = 61 ]·[v = 62 ]·[w = (b ·b2)~]· 
bl.b2 EB 

ß " • 5. [u E F] = L. [u = b]· b. 
bEB 

Finally, we let 

V(lI) ~ < V(1I), ~,E, M, 13, +, :, F), 

V(n) ~ < V(ii>, ;;;, E, M, S, +, :, F). 

If we consider only V(II), B always denotes the completion of B. [<pD is defined 
as be fore in both cases. For V(U), it is always the case that [<pD E S, but we may 
have [<pD 1= B if <p contains a quantifier; hence if [<pD is defined by a sum or 
product over a dass. The definitions of Band [<p] are beyond ZF set theory. 
Nevertheless, we can manage to build a theory in ZF by using the notion of 
forcing, i.e., we use the relation b s [<p] (where bEB) instead of [<p]. This 
definition can be given in ZF by recursion: 

I. b s [<P1 1\ <P2] <--> b s [<P1] 1\ b s [<p~TI. 
2. b s [,<pD 0 (Vb' E B)[b' s [<pD -+ b' s -bj 

(since b s [,<p] -<Ho- [<pD s -b). 
3. b s [(Vx)<p(x)] H (Vu E V(U»)[b s [<p(u)]]. 

For an atomic <p the meaning of b s [<p] is obvious from 1 to 5 above. Thus, 
given a formula <p, b s [<pD is a formula of ZF. 

Theorem 23.5. V(II) and Vdi) satisfy the Axioms of Extensionality, 
Pairing, and Infinity. 

Prao! The proof is the same as in the case of a set B. 

Remark. Similarly, our former proof (using Va(ß) or Va<iil in pI ace of M a) 

establishes the following results. 
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Theorem 23.6. yen) and V(n) satisfy the Axiom of Regularity. 

Theorem 23.7. (cf. Theorem 13.13.) 

[(3x E u)cp(x)TI = L (U(x)[cp(x)]) , 
XEiQ(u) 

[('Ix E u)cp(x)] = n (u(x) => [cp(x)]). 
XEi?(U) 

Theorem 23.8. y<B) and y(n) satisfy the Axiom of Union. 

Proo! We have to show that for a given U E VOI) or U E V(n) 

[(3v)(Vx)[x E V -<:. (3)' E u)[x E ym = 1. 

Define v by 

2J(v) = U 2J(y) 
ye!l9(u) 

and 

('Ix E ~(v»[v(x) = [(3y E u)[x E y]]]. 

Obviously, v E V(n) or /: E V(n) (use Theorem 23.7) according as U E V(il) or 
U E V(1\). Since [('Ix E v)(3y E u)[x E y]] = 1 by Theorem 23.7, it remains to 
show that 

[(Vy E u)(Vx E y)[x E v]] = 1, 

[(VYE U)(VXEY)[XE v]] = n n (u(y)·y(x) => [XEl']). 
ye!l(u) xe.'lJ(y) 

Let y E E?(u) and x E ~(y). Then 

u(y)· y(x) ::;; [x E y]- [y E u] ::;; [(3yo E u)[x E Yo]il = v(x) 
::;; [x E vll. 

Theorem 23.9. y(il) satisfies the Axiom of Subsets (Zermelo's Axiom 
Schema of Separation). 

Proo! Let a E V(fl). We wish to prove that 

[(3v)(Vy)[y E v ,~)o Y E a 1\ cp(y)]] = 1. 

Define v E V(n) by 2J(v) = 2J(a) and 

('Ix E 2J(v»[v(x) = a(x)· [cp(x)]]. 

Then 

[UEV] = 2: v(x)·[u = x] 
xe!l(v) 

= 2: a(x)· [cp(X)]- [u = x] 
xe!l9(a) 

= 2: a(x)· [U = X]· [cp(u)] 
xe9(a) 

= [u E a 1\ cp(u)]. 
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Remark. Note that the foregoing proof requires a Boolean algebra of 
type Band cannot be carried out for an algebra of type B. The difficulty is 
in defining v: If a E V<öl then for each XE 21(v) we have a(x) E B, but we do 
not know that [cp(xH E B. While V<ii l must satisfy the Axiom of Subsets it 
need not satisfy the Axiom of Replacement, and even ifthis axiom is satisfied, 
the Axiom of Powers need not hold in V<öl. Therefore we have to look for 
suitable restrietions on B. An important though rather weak condition is 
given by the following. 

Definition 23.10. B satisfies the uniform convergence law (UCL) iff the 
following condition is satisfied: 

Let I be a set and for each jE I, let {bai I a E On} <::; 11. If 

1. (\fa)(\fß)[a < ß -+ bai ~ bßd 

and 

2. TI bai = 0 
aeOn 

then 

Remark. This means roughly that if a nonincreasing sequence ba;(a E On) 
of elements of B converges to 0 for each i E I, then these sequences converge 
uniformly to O. 

Exercise. If we omit condition 1 from the UCL, is the corresponding law 
(for fixed I) equivalent to the (On, l)-DL (cf. Theorem 18.5)? 

Theorem 23.11. Suppose {bai I a E On Ai< 2} <::; B, 

1. (\fa)(\fß)[a < ß -+ boo ~ baD A bOl ~ baI] 

and 

2. TI baD = TI bal = 0, 
aeOn aeOn 

then 

TI (bao + bal) = O. 
aeOn 

Proof (By contradiction.) Suppose h = na (bao + baI) > O. Since 
na baD = 0, bao i. b for some a. Let p = b - baD' Then 0 < p ~ band 
p. bao = O. SimiIarly, since na baI = 0, bßI i. p for so me ß ~ a. With 
q = p - bOl we have 0 < q ~ p and q·bßI = O. This gives 0 < q ~ band 
q·(bßo + bßl) = 0, a contradiction. 
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Theorem 23.12. Let B be the completion of B. For bEB define 

ba = sup {b' I b' E B n R(a) A b' ~ b}. 



Then 

1. ba ::;; b. 
2. IX < ß ~ ba ::;; bß and ba = TI {b/l I ß ;::: IX}. 

3. L ba = b. 
aEQn 

Proof 1 and 2 are obvious. 

3. Suppose L" ba < b. Since B is the completion of B, 

(3p E B}O < P ::;; b - L baJ l aEOn 

(by the density property). 

Therefore (3o:)[p E B n R(IX)] and hence p ::;; ba. This is a contradiction. 

Remark. Theorem 23.12 says that every element of B can be obtained 
as the limit of elements of B (see Theorem 23.14 below) when we define 
limits in the following way. 

Definition 23.13. If bEB and {ba I Cl E On} s; B then 

lim ba = 1 iff L TI bß = 1, 
aEOn a'EOn a::s;; ß 

lim ba = b iff lim (ba ~ b) = 1. 
CCEOn aEOn 

Similarly, für u, Ua E V(ß) ür V(ü) 

lim u" = U iff lim [ua = u] = 1. 
aEün aEOn 

We will occasionally write Ua -)- u for lim"EOn u" = u. 

Remark. Definition 23.13 is reminiscent of the definition of the limit of 
a sequence of point sets in analysis. Using this definition, we can restate 
Theorem 23.12 as folIows: 

Theorem 23.14. If B is the completion of Band if b E H, then there is a 
sequence {ba I Cl E On} s; B such that ba ~ b. 

Theorem 23.15. Suppose limaEon b" = band limaEon b~ = b'. Then 

1. lim (-ba) = -b. 
aeOn 

2. lim (ba + b~) = b + b'. 
aeDn 

3. lim (ba·b~) = b·b'. 
aEOn 

Proof 1. Obvious since (ba ~ b) = (-ba ~ -b). 

2. (ba + b~) ~ (b + b') 

= -(ba + b~)· (-(b + b')) + (ba + b~)(b + b') 
;::: «-ba)(-b) + ba·b)(-b~)·(-b') + (b~·b')) 
= (ba~b).(b~~b). 
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Since 

2:11(bß~b)= 2: n(b~~b')= I, 
aE()n a s fJ ü'EOn a:s; (J 

the dual form of Theorem 23.11 gives 

a{;n ( D (bß .~. b)· rJ (b~ ~ b')) = 1 

2: (n (b li ~ b)(b;, ~ b')) = 1 
aEOn a'::::;11 

and hence 

2: n «bß + b~) ~ (b + b')) = 1. 
(rEOn (t5.JJ 

3. A consequence of land 2. 

Lemma. If B is the completion of B, then V (11) s V(ü). 

Praot: For a given II E V(ll) we can prove by induction on the least CL 

such that U E Va(U) that U E V,,(II) ---+ zr E V(II). 

Theorem 23.16. Let B be the completion of B. If B satisfles the UCL, 
then (Vu E V(fs1)(:3{u" [ ce E On} S V(II)[lim""on Ua = v], i.e., every v E V(fl) 
can be obtained as the limit of elements of V(1I1. 

Proo! (By induction on the least CL such that l' E V,,(II).) As our induction 
hypothesis, assume 

(Vx E Q(v»(:3{Yax I CL E On} S V(1I1)[Yax ---+ x]. 

By Theorem 23.14, 

(Vx E 2'(u))(3{bax I CL E On} s B)[bax -0' ['(x)]. 

Now define U,,: {yax I XE !Z(v)} ---+ B by 

u"(Y,,x) = bax for XE 2i'(v). 

Then (Va)[ua E V(JI)]. Moreover, 

[Ua = v] = f1 (U,,(Yax) ~ [yax E v])· n (v(x) > [x E Ua ]) 

::?: n (bax~v(x)'[X=Yax])' [1 (v(x)~b"x·[x=Ya.J) 
xe9(v) XCY"(V) 

since (Vx E gc(w))[~\'(x)· [x = ll'1] ::; [11'1 E "'TI] 

::?: [1 (bax -= v(x»· [x = YaJ ---+ 1·1, 
XE!.7(V) 

using the dual form of the UCL for the first factor. 
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Corollary 23.17. If Bis the completion of Band B satisfies the UCL, then 

(Vp E B)[p > 0 ---+ (Vv E V(fI))(3u E V(ß)[p' [u = v] > 0]). 



Proof For given v and p > 0 let 

b: = Il Il (bpx ~ v(x». 
ß« a XE!IJ(V) 

Since 2a b~ = 1, there exists an a such that b~ . p > O. Then Ua has the desired 
property. 

Theorem 23.18. Suppose that B is the completion of Band B satisfies the 
UCL. Then V(ß) is a B-valued elementary substructure of V(ß" i.e., for each 
formula rp of the language of V(ß) and every UI , ... , Un E V(ß" 

[ ( )]V(ß) [( )]V(ß) rp Ulo .•• , u" = rp Ulo •.. , Un • 

Proof (By induction on the numher of logical symbols in rp.) We con­
sider only the case of a quantifier. 

Let rp(ul , ... , lln) = ('Vx).p(x, UI , ... , un) where Ulo"" Un E V(ß). Let 
b = ['P(ul, ... ,un)]V(ß) and let v be any member of V(ß). Claim: 

b ~ [.p(v, UI, ... , Un)]V(B). 

Suppose not: Then 

p. [.p(v, UI , ... , Un)]V(II) = 0 for some p, 0 < p ~ b. 

By Collorary 23.17, there exists aUE V(B) such that p. [u = v] > O. Then 

o = p·[.p(v, Ulo"" un)]V(ß) ~ p·[u = v]-[.p(u, UI,"" un)]V(ß) 

= p. [u = v]· [.p(u, Ulo ..• , Un)]V(B), by the induction hypo thesis 
~ p·[u = v]·b = p·[u = v] > 0, a contradiction. 

Therefore we have 

b ~ n [.p(v, UI , ... , un)]V(ß) = [rp(uI , ... , un)]V(ß). 

VEV(ß) 

Since 

b = n [.p(v, UI , ... , lIn)]V(II) = rr [.p(v, UJ' ... , un)]V(Ii) 
vey(B) veY(U) 

we obtain 
b = [rp(Ul> ... , un)]V(iil• 

Definition 23.19. A partial order structure P = <P, ~> (where P may 
be a proper dass) satisfies the set-chain condition (s.c.c.) iff every cIass of 
mutually incompatible elements of P is a set. B satisfies the s.c.c. iff P = 

<B - {O}, ~ > satisfies the s.c.c. 

Remark. Thus the s.c.c. for Boolean algebras is a generalization of the 
~a-chain condition. 

Theorem 23.20. Suppose P = <P, ~ > satisfies the s.c.c. Let B be the 
Boolean algebra of regular open cIasses in P. Then B satisfies the s.c.c. 
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Remark. Under the assumption of Theorem 23.20, every regular open 
dass in P can be represented by 2: {A"x I XE a} where a is a set and each A"x 
is a basic open dass. These are of the form [p] for some PEP and hence they 
are determined by sets pEP. Therefore, if B is the Boolean algebra of regular 
open dasses in P, each element of B can be represented by a set. Thus we may 
assume that B is a class of sets and hence is of type B as discussed in the 
beginning of this section. 

Theorem 23.21. If B satisfies the s.c.c. then B satisfies the UCL. 

Proo! Suppose that there is a family of sequences <bai I CX E On) for 
each i E I, where I is a set, such that 

{bai I cx E On /\ i E I} ~ B, 
(Vi E I)(Vcx)(Vß)[cx < ß --+ bai ~ bpi ], 

and 

(Vi E I)l- n bai = 0]' 
aeOn 

Then, for each i E I, < -bai I a E On) is nondecreasing and converges to 1. 
By the S.C.C., these sequences must eventually become constant, i.e., 

(Vi E I)(3ßi)[- bp1i = 1], 
(Vi E I)(Vcx ~ ßi)[bai = 0]. 

Let ß = SUPte! ßi (note that I is a set). Then 

hence 

n Lbat = O. 
aeOn te! 

In particular, B satisfies the UCL if B satisfies the Na-chain condition for 
some cx. 

Remark. If B is the completion of Band B satisfies the UCL, then 
V<B) and V<fi) satisfy the same axioms of ZF by Theorem 23.18. In Theorem 
23.9 we proved the Axiom of Subsets for V<fi). Next we prove the Axiom of 
Replacement for V<B) assuming the UCL for B. 

Theorem 23.22. Let B be the completion of B. If B satisfies the UCL, 
then V<B) satisfies the Axiom of Replacement. 

Proo! As in the proof of Theorem 9.25 we have to show that 

(i) [(Vx)(3y)!p'(x, y)] = 1 

implies 

(ii) (Va E V<B»)[[(3v)(Vx E a)(3y E v)!p'(x, y)] = 1]. 
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Therefore assurne (i) and let a E V(II). Suppose that (ii) does not hold for a. 
Then for some bEB, 

0< b 1\ b·[(3v)(VxEa)(3YEv)<p'(X.y)] = O. 

Then 

(VX E ~(a))l- L [<p'(x, y)] = 0] 
yeV «(11) 

by (i) and Theorem 23.15, hence 

L (- L [<p'(x, y)]) = 0 
xe!t'(a) yeV,,(U) 

by the UCL. 

Therefore for some a E On, 

L (- L [<p'(X,y)]) i b, 
xe9(a) yeVa(U) 

or by passing to complements, 

(iii) TI L [<p'(x, y)] t -b. 
xe9(a) yeVa(ll) 

Let v E V(B) be v: Va(U) --+ {I}, i.e., v is the constant function 1 on Va(ll). Then 
by assumption 

o = b· [(Vx E a)(3y E v)<p'(x, y)] 

= b· J::L (a(x) => ye~u) [<p'(x, y)]) 

~ b· TI L [<p'(x, y)] > 0 by (iii). 
xe(#(a) yeV,,(U) 

This is a contradiction. 

Exercise. Prove the converse of Theorem 23.22 in the following form: 
If V(i'il satisfies the Axiom of Replacement, then B satisfies the UCL. Hint: 
(K. Gloede) Let I be a set and let {bai I i EI, a E On} s; B be such that 

I. (Vi E l)(Va)(Vß)[a < ß --+ bai !5: bß;]. 

2. (ViEl)[L bai = 1]' 
aeOn 

To show that ~a TIiel bai = 1, we define u by 

[x E U] = L TI [x = (i, a)]·bai> 
aeOn ieI 

show that [(Vx)(3y)[x E 1-> y E On 1\ <x, y) EU]] = I, then invoke the 
Axiom of Replacement in V(ü) together with the Axiom of Subsets and 
Unions in V(ü) to conclude that [(3a)(Vi E 1)(3p < a)[(i, p) EU]] = 1. 

Remark. We recall that from §16 we have assumed that V satisfies the 
Axiom of Choice. Thus, 
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Theorem 23.23. [AC] = 1 in V(ß). 

Proof In most cases B satisfies the additional requirement that V(B) is 
a model of ZF. In this case we can prove the AC in V(ß) by a forcing argument 
just as in Theorem 14.25 with suitable modifications as in the proof of 
Theorem 23.24. below. However, since we shaII give an example of a Buolean 
algebra B such that V(m does not satisfy the Axiom of Powers, we indicate a 
direct proof of Theorem 23.23 in the general case. We take the Axiom of 
Choice in the following form: 

(Vu)(3u)(Vx E u)[(3y E x)(3! x' E u)[y EX'] --7 (3! y E x)[y E v]]. 

Let fex, y) be y E X /\ (3! x' E u)[y EX'], U E V(B). Since UXE.'2(U) !Z(x) is a 
set, let {YI; I g < a} be an enumeration of this set (using the AC in V). Then 
define U E V(ß) by 

!Z(U) = U !Z(x) = {Y:: I t < a}, 
XE[ß(U) 

(Vy E !Z(U»[U(Y) = 2: 2: ([y = YI; /\ fex, y::)]. TI [,f(x, Yn)])l. 
XE!ß(U) I;<Cl n<1; J 

Note that v(y) E B, since we have only sup's and inf's over sets. Now one 
can show that 

(Vy, y' E ,q)(v») [u(y) . [y E x]· v(y')· [y' EX]' [x E u] :0; [y = y'TI] 

which proves the uniqueness part and 

[(3y)rf>(x, y)] :0; [(3y E x)[y EU]] 

which proves the existence part of the concIusion. 

Remark. Sometimes we need a stronger form of the Axiom of Choice: 

ACH (Vx)[x,p 0 --7 H(x) EX] 

where H is definable in ZF using possibly some new constants which are 
added to the language of ZF Ce.g., Hitself may be a new function constant). 
Thus ACH means that there is a definable welI-ordering of the universe. If 
we assume ACH, V(ß) is understood to be the extended structure 

V(ß) = <V(ß), ;;, E, M, B, +, ~,N, F) 

where 

[U E N] = 2: [u = k]. 
kEH 

Theorem 23.24. Suppose that V(H) is a model of ZF and assume ACH. 
Then ACH is B-valid in V(H). 

Proof (The proof shows how to apply forcing arguments in the case 
where B is a dass.) Let M be a countable transitive structure such that 
<M, B~I, H'M) is an elementary substructure of < V, B, H)* with respect to 
the language2* ofV(ß). Letho: B:\I--7 2 be a homomorphism which preserves 
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all the sums which are definable in M. (The set of these sums is countable. 
Note that BM is only a cIass in M, so ho need not be M-complete, but ho 
preserves all the sums 6 in the proof of Theorem 14.22.) FinaIly, Jet F = 
{b E BM I ho(b) = I} be the ultrafilter corresponding to ho. As in Theorem 
14.22 there is a mapping 

h: (V(B))Iu ~ M[F] 

such that 

M[F] F rp(h(ul ), ... , h(un» +->- hO([rp(ul , ... , un)]) = 1 

for Ub ... , Un E (V(ß»M, rp a formula of 2*. We have to show that M[F] F 
ACH. Using the language 2* we can define in M (a Gödelization of) the 
ramified language obtained from 2* and M (i.e., with ordinals ranging over 
the ordinals in M), and we can express the syntactical notion of "U is a 
constant term" in M as weIl as [u E v] and [u = v]. Let D be the denotation 
operator related to M[F]. D(u) can be expressed as foIlows 

D(u) = {D(v) I p(v) < p(u) 1\ [v E u] E F}. 

Using HM, we have an M-definable weII-ordering of M and hence an 
M-definable welI-ordering ~ of the constant terms. Für Xl> X 2 E M[F], let 
C(XI) be the first y (w.r.t. ~) such that Xl = D(y); then 

Xl ~* X2 .!. C(xl ) ~ C(X2)· 

Then ~ * is a weIl-ordering of M [F] which is definable in M [F] using the 
language 2*. Therefore ACH holds in M[F]. 

Remark. Next we construct two counterexamples to show that Y(ß) 

need not satisfy the Axiom of Replacement, and even if it does, it need not 
satisfy the Axiom of Powers. 

Theorem 23.25. There is a Boolean algebra B such that Y(ß) does not 
satisfy the Axiom of Replacement. 

Proof Define a partial order structure P = <P, ~) as folIows: 

P ~ {p I P < w 1\ (Vp' E p)C3i E w)(3a E On)[p' = <i, a)] 
1\ (Vi E w)(Va)(Vß)[<i, a) E P 1\ <i, ß) E P -7 a = ßn, 

i.e., elements of P are functions from a into On for some a s;: w, with a < w. 

!!. 
PI ~ P2 ~ PI ;:2 P2 for Pb P2 E P. 

If we replace On in P by some ao, then the resulting P "'0 is a set. If Bao is the 
Boolean algebra of regular open sets in P ao, then a o becomes countable in 
V(ßao). Similarly, we shall now obtain a function from w onto On contra­
dicting the Axiom of Replacement. Let B be the compJete Boolean algebra 
of aII regular open cIasses in P and let B be the Boolean algebra of all regular 
open cIasses which are of the form 

2: {A"x I XE a} 
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where a is a set and for each x in a, A"x is a basic open class. Then B is the 
completion of Band, referring to the remark preceding Theorem 23.2 I, B 
can be regarded as a class of sets. We define P, :S;., G by 

Now consider 

First we prove that 

[U E p] ~ 2: [u = pTI 
PEP 

[;;(U,v)]~ 2: [U=/\]'[U=P2] 
Pl,P2EP 

PI:::S: P2 

[UE G] ~ 2: [U = p].[p]-o. 
PEP 

1. [(ViEw)(3a)(3pEP)[<i,a)Ep 1\ pEGJTI = 1. 

By Theorem 23.4, 

[(Vi E w)(3a)(3p E P)[<i, a) E p 1\ pE GH = [1 2: 2: [p E G~. 

But for each i E w 

i<waeOn peP 
(i.a)ep 

2: 2: [p E Gn ~ 2: [{<i, a)}]-O = 1. 
UEO n pE P aEOn 

<i,a)ep 

This proves 1. 
We next prove that 

2. [(Vi E w)(Va)(Vß)[(3p E P)[<i, a) E p 1\ pE G] 

1\ (3g E P)[<i, ß) E g 1\ gE G] -;.. a = ß]fl = 1. 

Let i E wand ba = [(3p E P)( <r, Ci) E P 1\ pE G)]. We have to show that 
ba • bß :::; [ Ci = ß]. Therefore we can assume a =1= ß. Then 

ba = 2: [p]-O = [{<i, a)}]-O, 

hcnce 

FinaIly, we will prove that 

PEP 
(i,a)ep 

3. [(Va)(3i < w)(3p E P)[<i, a) E p 1\ pE G]] = 1. 

[(3i < w)(3p E P)[<i, Ci) E P 1\ pE G]] 

for each a. 
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Now, in order to show that the Axiom of Replacement does not hold in 

V<Bl, let cp(i, a) be (3p E P)[<i, a) E P A pE C]. Then, by 1-3, 

[(Vi E w)(3! a)cp(i, a) A (Va)(3i E w)cp(i, a)] = 1 

i.e., cp determines a function from w onto On in V<B), but 

[(3v)(Vi < w)(3x E v)cp(i, x)] = 0, 

therefore the Axiom of Replacement does not hold in V <B). 

Theorem 23.26. There is a Boolean algebra B which satisfies the UCL 
(even more, B satisfies the c.c.c.), but V<ül does not satisfy the Axiom of 
Powers. 

Proof To prove Theorem 11.11 we used the partial order structure 
Pa = <Pa, :::;) where 

Pa = {p I (3d)[d ~ a X wAd< w A p: d -+ 2]) 
PI :::; P2 +'>- PI ;;2 P2 for Pb P2 E Pa, 

to add a-many subsets of w to M, SO that 9(w) ;;::: a in M[C] (assuming that 
a is a cardinal in M). In terms of Boolean-valued models this means 

in V<Ba ) for each cardinal a. (Note that Pa satisfies the c.c.c., so cardinals are 
absolute.) 

Now we take B as the Boolean algebra of all regular open dasses of 20ß. 

Then B satisfies the c.c.c. as can be seen from Theorem 11.10 wh ich can be 
proved for B with suitable modifications. Hence B satisfies the UCL and 
may be considered as a dass of sets. Since On x w :: On, we obtain, in the 
same way as we proved this result for V<Ba ), 

in V<ül for every cardinal a. 

Therefore 

[(Va)[.?JI(w) ;;::: a]] = 1, 

and hence [(3v)(Vu)[u E v -<->- u :::; w]] = 0, i.e., tbe Axiom of Powers fails in 
V<ül. (Note that V<B) satisfies the AC by Theorem 23.23.) 

Definition 23.27. <bi, {bi I i E /}) is called an /-sieve iff b' > O. An ele­
ment b > 0 is sifted by tbis sieve iff 

b :::; b' A (ViEI)[b·bi = 0 vb:::; bd. 

Let BQ be a complete subalgebra and # be #(80' B). An element b > 0 
is #-sifted by this sieve iff 

b :::; b' A (Vi E I)[#(b·bj)·b :::; bj ]. 
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Let 1 be a set. B satisfies the I-sieve law (I-SL) iff there exists a complete 
subalgebra Bo of B for which 

I. Bo is a set, 
2. for cvery sieve <b', {bi I i EI}) there exists a #-sifted element b. 

B satisfles the sieve law (SL) iff B satisfies the l-SL for ever)' set I. 

Definition 23.28. Let Bo be a complete subalgebra of Band # be #(Bo, B). 

Then ß(Bo) ~ {b E B I #(b) = I}. 

Exercises. 

I. b E ß(Bo) --+ b > o. 
2. b' E Bo, b E ß(Bo) --+ #(b' . b) = b' . 
3. 0 < b' E Bo, bE ß(Bo) --+ b' . b > O. 
4. b + (-#(b))Eß(Bo). 
5. b = #(b)·(b + (-#(b))). 

Definition 23.29. Let 1 be a set. B satisfies the [-il sieve law ([-~SL) iff 
there exists a complete subalgebra Bo of B for which 

1. Bo is a set, 
2. for evcry sieve <b', {bi I i EI}) defined in ~(Bo) there exists a sifted 

element in ß(Bo). 

Exercise. 11' B satistied the [-~SL, then B satisties the I-SL. 

Theorem 23.30. Suppose that B satisfies the UCL and B satisfies the SL, 
where B is the completion 01' B. Then V<n> and V<i!l satisfy the Axiom of 
Powers and hence both are Boolean-valued models of ZF + AC. 

Praa! Again let M be a countable transitive structure such that 
<M, B'I) is an elementary substructure 01' < V, B) with respect to the Ianguage 
2'* of V<lI), let 11 0 : BU -~ 2 be a homomorphism which preserves all M-defin­
able sums and let F = {b E B'I IlIo(b) = I} be the corresponding ultrafilter. 
M [F] is defined by ramified type theory, so it need not be a model of ZF; 
however, as in Theorem 9.38, M [F] satisfles all the axioms 01' ZF except 
possibly the Axiom of Powers since these axioms are B-valid in V(ß). So we 
have to prove that M [F] satisfies the Axiom of Powers. 

Let u be a constant term, i.e., D(lI) E M [F] where D is the denotation 
operator related to M[F], and let 1 be the set of all constant terms with 
rank <p(u). Since "f is a constant term" is deflnable in M using the language 
!/'* (cf. the proof ofTheorem 23.22), I E M. Since the SL holds in <M, BM), 
for this particular I there is an M-complete subalgebra Bo of BM satisfying the 
condition 2 in the definition of the I-SL in <M, B'I), and Bo E M. For the 
remaining part of the proof, let p, r, r, j"', ... range over BM - {O}. We will 
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reserve p, q, ll, q', etc., to denote elements of P. For S s; Ba x land SEM 
we define K(S) as folIows: 

K(S) = D(w) if there exists an j and a w such that w IS a constant term 
and 

(i) , E F /\ , ~ [w s; uno 
(ii) (Vv E 1)[#(,· [v E w])· i' ~ [v E w]]. 

(iii) S = {<p, v) I 0 < P /\ P E Bo /\ v E 1 /\ 0 < p. i' ~ [v E w]}, 

K(S) = 0 otherwise. 

We claim that 

(iv) K: :?J~I(Bo x I) ~ :jPM[Fl(D(u». 
This proves the theorem. For Ba x I E M, so :jPl'tI(Bo X I) E M s; M[F], 
since M satisfies the Axiom of Powers. Moreover, K is definable in M [F] and 
M [F] satisfies the Axiom of Replacement, so 9il M [Fl(D(u» E M [F] by (iv). 

We prove (iv) in the following way. 

I. K is a fllnction. 

Let S S; Ba x land SEM. We have to show that K(S) is uniquely 
determined by the above reqllirements, i.e .• assuming that conditions (i)-(iii) 
are satisfied by Wo, i'o and by W1> i\ for the same S, we have to show that 
D(wo) = D(W1)' By symmetry, it suffices to show that 

D(v) E D(wo) -, D(v) E D(w1 ). 

Therefore let D(v) E D(wo). We can assurne v E I. Then [v E wo] E F. (See the 
proof of Theorem 23.24.) Let r' = 'o·[v E woTI. Then r' E F by (i), and 

#(r')·,o ~ [VEwoTI by (ii). 

Thus, by (iii), 

<#(r'), v) ES. 

But also 

#(r')"1 ~ [v E w1 TI 

since by our assumption both wo,'o and W 1,'1 satisfy (iii) for the same S. 
Therefore, since r' E F /\ r' ~ #(r'), #(r')"1 E F, and hence [v E w1] E F. 
Therefore D(v) E D(w1). (See the proof of Theorem 23.24.) 

2. The range of K is gIlM[Fl(D(u». 

Let D(w) S; D(u) for some constant term W. Then [w c:; u] E F. For 
v Eldefine hv = [v E w]. Then by condition 2 of the I-SL, 

Obviously, such j's are dense beneath [w c:; u] E F. Therefore 

(3f)[, ~ [w c:; u] /\ , E F /\ (Vv E l)[#(j·bv)·' c:; bv]]. 
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Detine 

S = «p, v> 10 < P /\ pE Ba /\ l' E 1 /\ 0 < p.' ~ [v E w]}. 

Then K(S) = D(w) and S E :~M(Bo x 1). 

Definition 23.31. B is (~a, ~Ii)-spljtable if the following condition is 
satisfied. Suppose 0 < q ~ b, q, bEB, {hi} I i E 1 /\ .i E ~/l} <:; B, 1 ~ ~a, und 
(Vi E 1)[2; < Np b,j = b]. Then 

(3ij E B)(3A <:; B)[O < q ~ q /\ A ~ ~a /\ (Vq' E B) 

[0 < q' ~ q -)0 (Vi E 1)(3p E A)(3y < ~ß)[p·q' > 0 /\ p·c] ~ )~ bij 111· 

Theorem 23.32. If B satisfies the c.c.c. and (f(~/l) > ~o, then B is 
(~a, ~/J)-splitable. 

Proo}: If B satisfies the c.c.c. and (1(~ß) > ~o, then 

b = L bij = L hij for some y < ~{l. 
j<~J/ j<y 

Therefore we can simply take q = q and A = {b}. 

Theorem 23.33. Suppose CI(~/l) > ~'" B is (~a' ~/I)-splitable and V<II) 

satisfies the axioms of ZF + AC. Then [kl«~ß)V) > (~an[ = I. 

Proo}: Let M be a countable transitive structurc such that <M, S:\I~> 

is an elementary subsystem of < V, B'. We will provc that in (V(lI):\I, 
[cf«~ß)V) > (~s/n = 1. Let fE (V(II»l\I and 

b = Iff: (~/I)V -)0 (~/rn[. 

We have to show that 

Therefore we can assume b > O. Let 110 : SM -)0 2 be a homomorphism 
preserving all sums which are definablc in M and such that ho(h) = J. for 
the remaining part we work in <M, BM ). In order to avoid cumbersome 
notations, we will write ~a, ~ß' B, ... instead of ~al\l, ~/I, B:\I, .... Also a 
means a(]\I). Let 1 = ~a and for g < ~a, TJ < ~ß 

b~n = b· [J(t) = 7)~. 
Then 

(vg < ~a)l L b~n = h·[(37} < (~/l)V)[f(t) = 7}]]-1 = h. 
11< Nß 

Since B is (~a, ~ß)-splitable, für each r ~ h there exist jE Band A <:; B such 
that 0 < , ~ rand 

A ~ ~a /\ (vg < ~a)(Vr' E B) 

fo < r' ~ r-+(37} < ~/J)(3PEA)I-p·r' /\ p.' ~ L b~".ll· 
11'<11 
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Since such F's are dense beneath hand ho(b) = I, we can find an J~ .::; b such 
that haU) = 1 and F has thc above properties. In particular, 

(Vr' E B)[O < r' .::; r --)0- (:3p E A)[p·r' > 0]]. 

Choose B' s {r' I r' E B /\ 0 < r' .::; n such that 

(Vr', r" E B')[(:3p E 1\)[p·r' > 0 /\ p·r" > 0) -)0- r' = r"] 

and 

(Vr'EB)[O< r'.::; r-)o-(3r"EB')(:3pE1\)[p·r' > 0 /\ p·r" > 0]], 

l.e., wc identify those r' ·r" E B for which 0 < r' .::; F, 0 < r" .::; F, and 

pr' > 0 /\ pr" > 0 for the same pE 1\. Since A .::; Na, EJ' .::; Na. Since 

(vg < Na)(Vr' E B')(:311 < Nß)(3p E A)[p.r' > 0 /\ p·r .::; 2: b:: 1I ,] 

Tj'El/ 

and el(N'i) > Na, we can obtain a single 1) > Nß such that 

(vg< Na)(Vr' E B')(:3p E A)[p,r' > 0 1\ p·r .::; n~/::"l 

Because ofthe choicc 01' B', it can again oe replaced by {r' I 0 < r' .::; F}, 

(i) (vg < Na)(Vr' E B) 

[0< r'.::; F-r(:3P EA)[p,r' > () /\ pJ~'::; 2: bl'.n,JJ. 
1}'<1I 

Deflnc Fand 

as in the proof 01' Theorem 23.24, Supposc h(f)(g) = 1)' for g < Na and 
1)' < Na. Then ho(IU{f) = 7]'~) = I, and since haU) = 1, 

Iff(f) = 7J']' F > O. 

Therefore, by (i), 

(:3PE A)[p'lrf(f) = 7J'llr > 0 /\ p·r.::; [f(f) < 7J]]. 
o < p. [f(f) = 1]T F· [f(g) < 1]ll .::; [1]' < 1]], 

hence 1)' < 1). Therefore 1) is abound for h(f). This proves the theorem. 

Corollary 23.34. 11' V(m satisfles the axioms of ZF + AC and B is 
(Na, Nß)-splitable for all N,<> N'I such that ef(Nß ) > Na (e.g., if B satistles the 
c.c.c.), then cardinals are absolute, i.e., (Va)[[Card «Na)~)] = 1]. 

Proof One can easily prove that if für all a and ß 

4(Nß) > Na -rl[Ll(Nß)~ > (Na)~] = 1 

then (Va)[[Card (Na)~ll = 1]. 
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Definition 23.35. B satisfles the (w,,, wß)-WDL iff for every family 

{bl;1/ I g < Wo: 1\ 7J < wß} S;;; B, 

Remark. This is a natural generalization of the (w, w,,)-WDL (see 
Definition 20.1). 

Theorem 23.36. If B satisfies the (wo:, wß)-WDL, then B is (wo:, wß)­
splitable. 

Proof Let 0 < r ~ b 1\ (vg < wo:Hb = Ln<wp b~n]. Then, by the 
(wo:, wß)-WDL, 

b = n 2: be", = 
t!<Wa l1<Wß 

Therefore, for somefE wßw", 

j = r· fr 2: bc,1/ > O. 
<!<Wa 1l<{(C;) 

Let A = {L,/<fW bc,,, I g < wal. Then A ~ ~a' Thus it remains to show that 
for r' E B 

0< r' ~ F-:.(V~ < w,,)(37J < wll)(3pE A)I(p·r' > 0) 1\ pF ~ 2: bc,,('I' 
.,,1<11 

Therefore let 0 < r' ~ Fand g < w". Then 

r' _< "" b L. I;n' 
n<f(l;) 

and we can simply take 

p = 2: b::.n E A 
1/«(1;) 

p·r' = r' > 0 1\ p., ~ P = 2: b::.n. 
11<.1(':) 

Corollary 23.37. Suppose ~f(~II) > ~a and VOll satisfies the axioms of 
ZF + AC. Then the following conditions are equivalent. 

(i) B satisfies the (wo:. wß)-WDL. 
(ii) B is (w", wß)-splitable. 

(iii) [c:f((~/I)~) > (~a)~~ = 1 in V(U). 

Proof We can prove (i) <-). (iii) in the same way we proved Theorem 20.3. 
By Theorem 23.36, (i) -+ (ii); and by Theorem 23.32, (ii) ~-.. (iii). 

Definition 23.38. Let P = (P, ~, I> be a partial order structure with a 
largest member 1. An element PEP is said to be coatomic if 

I =1= p 1\ (Vx)[x ~ p -+ x = 1 V x = p]. 
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For any PEP, define 

CA(p) = {q I q is coatomic /\ q ;::: p}. 

P is said to be coatomic if 

(Vp, q E P)[CA(q) S; CA(p) +->- p S q]. 

A coatomic partial order structure P is said to be strongly coatomic if 

(Vp E P)(VS S; CA(p»(3q E P)[S = CA(q)]. 

Remark. If Pis coatomic, then 

(Vp E P)[p 1= 1 ~ CA(p) 1= 0] 

and 

(Vp, q E P)[p = q <-,. CA(p) = CA (q». 

Definition 23.39. Let P = <P, S, 1) be strongly coatomic. P is said to 
be ~a-bollnded iff 

I. CArp) < ~a. 
2. Define JC(p) = {q I q is coatomic /\ p and q are incompatible}. Then 

JC(p) S ~a. 

3. If P and q are incompatible, then there exists qo E JC(p) such that 
q S qo. 

4. Let A be a set of coatomic elements with A s ~a. Then 

Remar/c Condition 3 implies that the set of all q's that are incompatible 
with pis 

U [q]. 
qEIC(p) 

Definition 23.40. Let Po = (1', So, 10) and Pt = <~, SI, 11> be two 
partial order structures. We say that Po and PI form an ~a-Easton pair ilf 

1. Po is a set and an ~a-bounded strongly coatomic partial order structure, 
2. F or every ß s ~a and for every 

(y < ß) 

there exists a q E ~ such that 

(Vy < ß)[q SI qy]. 

(Next condition is dispensable. We add this in order to simplify the argu­
ment.) 

3.1. (VPb P2 E r)[pl $. 0 P ~ (3p E r)[p So PI /\ ,Comp (PIP2)]]. 

3.2. (Vql' q E ~)[ql $.1 q --+ (3q E ~)[q SI ql /\ ,Comp (qlq2)]]. 

That is, r and ~ are fine in the sense of Definition 5.21. 
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Remark. Let Po = <r, ~o, 10> and PI = (ß, ~ 1, 11) form an Na -

Easton pair. Define P = <P, ~, I) as Po x PI' We use an abbreviated 
notation such that pEr also denotes (p, 11> and q E ß also denotes (10, q). 
With this abbreviation, every member of P can be denoted by p.q where 
pErandqEßand 1 = 10 = 11 , 

Let B be the Boolean algebra of all regular open sets in P. 

P = {b E B I b =P O}. 

Let PI' ql and P2' q2 be two members of P. PI' qI and P2' q2 are compatible 
iff Pl. and P2 are compatible and qI and q2 are compatible. Then P is fine, 
hence 

[p.q]-O = [p.q] 

and we may assurne that P is a dense subset of P, where I = 1. For the mem­
ber p' q of P, we shall intentionally confuse p. q E P and [p. q] E P, i.e., we 
sometimes use p.q in the place of [p.q] and vice versa. Therefore we some­
times express "PI'qI and P2'q2 are compatible" by PI'ql'P2'q2 > O. The 
former is considered in P and the latter is considered in P. 

In what fallaws, we assume that an Na-Eastan pair Po, Plis given as abal'e. 

Theorem 23.41. If p, Po E rand q, qo E ß then 

1. po·qo ~ P "'''Po ~ p. 
2. po·qo ~ q +->-qo ~ q. 
3. po·qo ~ p.q +->- Po ~ P /\ qo ~ q. 
4. Po·qo = p.q +->- Po = P /\ qo = q. 

Theorem 23.42. Suppose bEB, {bj I j E J} s B, b = 2iEJ bj , where J may 
be a proper class, and b' E P. Then 

(3pEr)(3qEß)[p.q ~ b' /\ [p.q ~ -b V (3jEJ)[p·q ~ b j ]]]. 

Praa! Case 1: b' . b > O. Then b' . bj > 0 for some jE J. Hence 

(3p E r)(3q E ß)[p·q ~ b'· bi ] 

since P is dense in P. 
Case 2: b' . b = O. Then b' ~ - b. For the same reason 

Lemma 23.43. (Easton's main lemma.) Suppose Na is regular, q E ß and 
b = 2M b j , where J may be a proper class. Then 

(3qEß)(3A s r)[q ~ q /\ A ~ Na 
./\ (Vp E A)(3j E J)[p.q ~ bj V p.q ~ - b] /\ ("Ir E P)(3p E A)[r· p > 0]]. 

Praa! We construct, in Na stages, Pu E rand qu E ß for IL < Na' Na 
(the ordinal product) satisfying 

(VILhIL2< Na ·Na)[ILI < IL2->,-qU2 ~lq .. J 
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Stage O. We pick Po E l' and qo E ~ such that 

Po·qo ~ q /\ (3jEJ)[Po·qo ::; q·b j V po·qo ~ q·(-b»). 

(See the proof of the preceding theorem.) For all v < ~" set Pv = Po and 
qv = qo· 

Stage fL (where 0 < fL < ~,,). Define SI' = Uv< ~"'/l JC(pv)' Then by 2 

of Definition 23.39, rcep:) < ~"for v < ~a' fL and hence S/l = ~". Therefore 
by 4 of Definition 23.39 

{pOT CA{p)-·i;·s:} ::; ~". 

So we can enumerate the set {p I CA(p) s S/l} as folIows: 

1. q~ ::; 1 qA for every ,\ such that ~", fL ::; ,\ < v. 

2. pv·qv ::; Pvo'q~ /\ [Pv·qv ::; -b V (:3jEJ)[Pv·qv ~ bjJJ where the exist­
ence of q~ in I follows from the property of P l (2 of Definition 23.40) and the 
existence of Pv, qv in 2 follows from Theorem 23.42. It is easily seen timt 

Finally, we pick q such that (VfL < ~", ~,,)[(7 ::; 1 qu] and let 

A = {Pu I fL < ~".~,,}. 

Obviously, 

q ::; q /\ A s r /\ A ::; ~" /\ (Vp E A)(3jEJ)[p·q ::; bj V p.q ::; -b]. 

Thus it remains to show that 

(VrEP)(3pEA)[r·p> 0]. 

Let r = p' .q'. lt suffices to show that 

(3p E A)[Comp (p, p'»), 

since r·p = p' .q' ·p·ll' Define f: CA(p') -+ On by the following condition: 
If p* E CA(p') then 

f(p*) = fLnCß < ~a /\ p* E Sn) if there is such an S8 
f(p*) = Ootherwise. 

Since CA(p') < ~"and ~" is regular. 

(311 < ~a)[f"CA(p') s 11]. 

Define JC(A) = UpeA JC(p). It is easily seen that IC(A) S A and 

JC(A) n CA(p') S S,;. 

217 



Therefore there exists a ~, such that 

N,{'i1 :::; v < Na'(iL + 1), 

and 

CA(pvO) = JC(A) (') CA(p') 

by the definition of the notion of being strongly coatomic. Therefore 

CA(pv) ;2 JC(A) (') CA(p'). 

Suppose Pv and p' are incompatible. Then 

CA(p') (') JC(pv) "# O. 

Consequently, 

JC(p,,) (') CA(p,,) "# O. 

This is a contradiction. 

Rel1lark. Next we generalize the lemma for the case 01' Na-many 
sequences {h;j IJEJ;:-. However, the conclusion is somewhat weaker than in 
the main lemma. 

Theorem 23.44. Let Na be given. Supposc 

rE P, j :::; Na, {bi I i E 1} S; B, {bij I i E J 1\ jE J;} S; B 

and 

(Vi E J)[hi = 2: biJ ]' 

J<'l t 

Then for some I~ E P and some A <;; L' 
I. F :::; r 

2. l' :::; Na and 
3. for each r' :::; Fand each i c J 

(3p E A)(3jEJ;) [p·r' > 0 1\ [p·i :::; bij V p·i :::; -bd]. 

Proof Without loss 01' generality, we may take J = Na. First 01' all, we 
aSSlllne that Na is regular and rED.. Taking q = r we can then apply Easton's 
main lemma N",-many times to define q/1' Au 1'01' }1. < Na in the following 
way: 
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At stage}1. < Na. we pick q~, qu and Au S; r such tllat 

(i) ("Iv < }1.)(q~ :::; qv), 
(ii) qu :::; q.q~, 

(iii) Au :::; Na, 
(iv) pE Au -+ P ·qu :::; - bu V (~j E Ju)[p ·qu :::; b/1,1, 
(v) ("Ir' E P)(3p E A/I)[r'·p > 0]. 



Then ,/ < fL < ~a --0> qjJ. ::; q~. Therefore by 2 üf Definition 23.40 we can 
pick a q E L\ such that (V fL < ~a)[il ::; qjJ.]. Define A = UjJ. < l-l" AjJ. and take 
F = q. Then ,~ and A satisCy 2 and 3. 

Next we consider an arbitrary rE P but still assume that ~" is regular. 
Let r = p. q and für this q let q and l\ be constructed as above. Define 
F = p.q. Then Fand A satisfy 2 and 3. 

FinaIly, we consider the case where ~Il. is singular. Then ~,,= 

sUPu<a' ~a"+l for so me sequence <uu I fL < u'> where u' = cf(~a) < ~a' 
Since ~"" + 1 is regular we can apply the preceding proof for each ~a" + 1 

(inductively on p.). Thus for each fL < u' we can pick rjJ. E P and Au ~ r 
in the following way. We can assume that for previously dellned rv's 
(v < fL) r v ::; f'v' holds if v' < v. There is an rE P such that r ::; r v for all 

v < fL. Then 1"" ::; r, AjJ. ::; ~""H' a nd for each r' ::; ru and each t < ~"" + 1 

(:3p E Au)[p·r' > 0 /\ [p·rjJ. ::; -bI; V (:ljEJ,,)[p·rjJ. ::; bIJ]]. 

We pick FE P such that F ::; rjJ. for all fL < u' and set A = Ull <a' AjJ.' Then 
Fand A satisfy the desired conditions. 

Theorem 23.45. Let 1 ::; ~a and ~a be regular. Then B (the Boolean 
algebra of regular open sets in P) satisties the I-SL. 

Praof We claim that Bo (the Boolean algebra ofregular open sets in Po) 
satisfies the condition for Bo in the I-SL. Let {bi I i E I} ~ Band r > O. By 
Theorem 23.44, there exists F ::; rand A ~ r such that 

I. (Vr' ::; F)(ViEJ)(:lPE A)[p·r' > 0 1\ [p·F::; bi V p·F::; -bJ]. 
Let # be #(Ba, B). We have to prove that 

(ViEI)[#(F·bi)·F::; bd· 

Suppose #(F· bt)· F i. bi for some i E I. Then 

(3r' ::; r)[r' ::; #(F·b;)·F 1\ r' ::; -bJ, 

and hence by 1 : 

2. (3p E A)[p·r' > 0 1\ [p·l ::; bi V p'l ::; -b;]]. 

Since r'::; -bi /\ 0 < p·r' ::; p·l, we cannot have p·l ::; bio Therefore 
p. F ::; bi , by 2. Then p. f . bi = O. Therefore 

p·#(f·bi) = 0 

by Theorem 22.10.6, since pE Ba. Thus 0 < p·r' ::; p·#(F·bi)f = O. This is a 
contradiction. 

Theorem 23.46. B is (~(" ~ß)-splitable. 

Praaf Let r ::; b, {bi} I i EI /\ j < ~ß} ~ B, J ::; ~(" and 

(Vi E J)f b =2 b). 
l 1< l-lß J 
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Then by Theorem 23.44, there exists an r E P and aAs r such that r :s; r 
X. :s; Na and ' 

('1r':s; i)('1iE/)(3pEA)(3j < Nß) [p·r' > 0 A [p·r:s; bij V p·l:S; -b]. 

Since 0 < p. r :s; b, we cannot have p. r :s; - b. 
Therefore there exists an rE P and aAs r such that r :s; b, A :s; N,,,, 

and 

('1r' :s; i)('1iE1)(3p E A)(3j < Nß)[p·r' > 0 A p·l:S; bij]. 

Hence B is (Na, Nß)-splitable. 
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24. Easton 's Model 

In this section we will consider the question of alternatives to the GCH. 
If G: On -l>- On we wish to know for what choices of G 

GCHG 

will be consistent with the axioms of ZF + AC. 
There are two results, provable in ZF + AC, that restrict the choice 

ofG: 

and (König's Theorem) 

From these results we see that it is necessary that G have the following 
properties. 

1. (Vo:)(Vß)[o: ::; ß -l>- G(o:) ::; G(ß)] 
2. (Vo:)[cj(NG(a» > Na] 

Solovay conjectured that land 2 are also sufficient. Solovay's conjecture 
is at this time still an open question. Strong sllpporting evidence far the 
conjecture was established in 1964 by Easton who, using forcing techniques, 
proved that for any G satisfying land 2 there is a model of ZF + AC in 
which the GCHG holds for regular cardinals. 

[n this section we will prove the existence of Easton's models by showing 
that for each G satisfying land 2 there is a Boolean algebra B such that 
V(B) is a B-valued model of ZF + AC and in V(B) 

[('10:)[0: E Reg -l>- I:-t = NG(,,)]] = 1 

Throughout this section we assume that V satisfies the GC Hand the Strong 
Axiom of Choice. 

As our first step in the construction of the Easton model that satisfies the 
GCHG we define a special partial order structure. 

Definition 24.1 

l. q E P iff there exists a sequence (q" I 0: E On) such that 

(i) qa S;;; {<i, y, 0:, 7]) I i < 2 /\ Y < N" /\ 7] < NG(a)} for 0: E Reg 
= 0 otherwise, 
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(ii) q = U q" 
aEOn 

(iii) IX E Reg -+ LI qß < ~ct 
ßsa 

(iv) (Vy)(VIX)(\lf) -, [(0,1', IX, 7)) Eq 1\ <J, 1', IX, 7) Eq] 

!). 

2. P :::.: q ** q C; p for p, q E P 

3. P ~ <P, :::.:) 

Remark. Intuitively the eonditions defining P may be understood as 
follows. If <M, P:\I) is an elementar)' suhsystem 0/ <V, P>, then for each 
IX E Reg~r, p~1 adds ~G(C()-/Jlal1)' subsets 0/ ~a fo M (cf. the P used in the proof 
of Theorem 11.(0). The additional requirements, in partiCLtlar I.iii, are neees­
sary to assure that sets added at the ath level do not afTect the cardinalities at 
higher levels. Obviously, P is a proper class, and no P which is a set will 
suflice for our problem. Consequently the success of our efTorts depends upon 
results of thc preeeding seetion anel ecrtain theorems that we must now prove. 

Frolll DefInition 24.1 it is elear that eaeh q E P lIniqllely determines ib 
deeomposition sequenee <q" I a E Oll). So for each q E P wc will use q" to 
denotc the ath element of this deeoll1position seqllenee. 

Our first result is simply a list 01' e1ementary propcrties of two families 
of slIbclasses 01' P: 

Theorem 24.2. 

rC( ~ {q E P I (Vß > a)[qß = Oj), 

~" ~ {q E P I (Vß :::.: a)[qß = On. 

I. r" is a set, but ~" is a proper class. 
2. pEr C( 1\ q E ~C( -)- p n q = ° 1\ P u q E P. 
3. Po E P -+ (3! p E {\,)(3! q E~,,)[po = pU q]. 
4. a E Reg 1\ p E 1\, -,.. p < ~". 
5. {qß I ß < ~a} c; ~" 1\ (Vß)(VO)[ß :::.: 0 < ~a -+ q" :::.: qf!] 

-'--q = U qf! E~a' 
/; < Xa 

Prao./. 1-4 are ohviolls from the definitions. 

5. We need only prove that q = Un <~" qß E P. Let q' = Uß < ~u qr/' 
Then l.i-I.iii of Definition 24.1 are satisfied. To check I.iv 01' Definition 24.1, 

let yE Reg. We want to show that U;"SYqY' < ~Y' Since (VI':::': a)[qY = 0], 
we can assume I' > a. Then 

y' s Y )I'SY ß<Xa ß<~a y'sy 

Sinee Ur' s Y qpY' has eardinality < ~Y for each ß < ~a> since ~" < ~r' and 
since ~Y is regular, Uß <~" Ur' < y q/, has cardinality < ~Y" Finally sinet; 

condition 1. v of Definition 24.1 is satisfied for q. 
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Definition 24.3. Pa ~ <ra, ::<::;). 

Ba is the Boolean algebra of all regular open sets in Pa. For CI; < ß define 
j: r p --+ r a by 

ysa 

Remark. It is easy to see that j is an open continuous map onto r a. 
Therefore j induces a complete monomorphism i: Ba --+ Bp (Theorem 22.9), 
and we may regard Ba as a complete subalgebra of Bp for CI; < ß. Note that 
each Ba is a set. 

Theorem 24.4. The map j: I'ß --+ r a has the following eiementary 
properties: 

1. q::<::; p--+j(q)::<::; j(p). 
2. j"[p]pp = [j(p)]. ••. 

Prooj: 1. Obvious. 

2. j"[p].'p S; [j(p)]Pa is obviollS from 1. Now take q E [j(p)]. ••. Then 
q U P E r ß• lt is easy to see that (q U p) E [P].'ß andj(q u p) = q. 

Theorem 24.5. Letp E r p and ß > CI;. Then #([p].,p) = [j(p)]P •. 

Prooj: By the definition of #. (See Remark following Theorem 22.9.) 

#([p).,p) = inf {b E Ba I [p]pp ::<::; i(b)} 
= inf {b E Ba I [p ]Pß ::<::; (j -l)"b} 
= inf {b E Ba I j"[p]pp ::<::; b} 
= inf {b E Ba I [j(P)].'a ::<::; b} 
= [j(p)]P •. 

Remark. Each Pa is fine (Definition 5.21) and hence by Lemma 5.22, 
[q]Pa -0 = [q].'a for q E Pa. So [j(p)] ••• E Ba. Let 

B = U Ba, i.e., B = U Ba. 
aeOn aeOn 

For the operations in B, see Remark following Definition 22.16. Moreover, 
if A S; Band A is a set, then A S; Ba for so me CI;. Since sup A exists in Ba, 
sup A exists in B. Therefore B is of the type considered in *23. Let B be the 
completion of B. 

Obviously, <{Pa I CI; < On}, {jaß I CI; ::<::; ß < On}) is anormal limiting 
system of partial order structures. Then, by Theorem 22.30, 

1. B satisfies the s.c.c. 
2. B = B. 
3. Bis isomorphic to the Boolean algebra of all regular open subsets of P, 

since P ~ lima-+on Pa. 
By 1 above and Theorem 23.21, B satisfies the HCL. But by 2 B = B. 

Therefore B satisfies the HCL and hence, by Theorem 23.22, V(B) satisfies the 
Axiom of Replacement. 
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lt is cIear that P" and P~ ~ (ß", ~) form an ~,,-Easton pair and 
P c:': P ({ x P~. Therefore by Theorem 23.45 B satisfies the SL. Consequently, 
by Theorem 23.30 V(U) satisfies ZF + AC. Furthermore, by Theorem 23.46 
B is (~'" ~ß)-splitable. Hence by Corollary 23.34 cardinals are absolute, i.e., 

('v'a)[[Card (~ar"] = 1]. 

Using only the properties land 2 of G stated at the beginning of this 
section" one can prove 

In order to determine 2~a even in the case a f/= Reg, we require that in this case 
~G(") be the least cardinal which is not cofinal with ~a and wh ich is greater 
than or equal to ~G(ß) for each ß < a. Then it will turn out that in V(ß), 

2~a = ~G(a), i.e., 2~" is the least cardinal allowed by König's Theorem. 
Thus we obtain in general 

('v'a)[2(~a)Y = (~G("J"] = 1 in V(B). 

We shall prove this statement by a forcing argument. Thus, let M be a 
transitive countable structure such that (M, BM ) is an elementary subsystem 
of (V, B). Let ho: B"'l -)- 2 be a homomorphism preserving all the sums 
which are M-definable in the language of V(lI), and let 

h: (V(ß)~1 ~ M[ho] 

be defined from ho as before. (See the proof of Theorem 23.24.) For the 
remaining part of this section we are working in (M, B1\I), i.e., ordinals a 

are ordinals in M, a E On~l, P, r ce, ß", Reg, . .. stand for pM, r" M, ß"III, 
Regl\l, ... and also ~a always means ~,,111 (wh ich is equal to ~a M[hol since 
cardinals are absolute). Similarly, p, q, ij, ... now range over pM (or 81\1 -

{O}). 

Lemma 24.6. Assurne ho([u s:; (~,,)~]) = 1 for some U E (V(II»III. Then 
there exists a PEP and aAs:; r" such that ho(p) = 1, and in (M, BM): 

1. p ~ [u s:; (~ar"] 

2. K ~ ~a and 
3. for each q' :s; p and each y < ~" 

(3p' E A)[p'.q' > 0 1\ [p.p' ~ [y E u] V p.p' ~ -Uy E um. 
Proof Applying Theorem 23.44 in (M, BM ) to any q ~ [u s:; (~ar"], 

with r = q, I = ~a, by = [y E u] for y < ~'" and byj = by for jE J, we 
establish the existence of a PEP and aAs:; r" satisfying 1-3 and such that 
p ~ q. Therefore the set of p's for which there exists aAs:; r" satisfying 1-3 
is dense beneath [u s:; (~,,)~], so we can find a p :s; [u s:; (~a)~] which 
satisfies the additional requirement ho(p) = 1 (Theorem 10.11). 

Theorem 24.7. 2l-1~ = ~G(") in M [ho]. 
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Proof 

1. 2~a ;?;: ~a(a) in M[ho]: 
Consider first the case a E Reg. Let 

an = {y E Na I (3p E P)[(l, y, a, TJ) E P 1\ ho(p) = In. 
Then, as in the proof of Theorem 11.10, 

0/TJ < Na(al)[an s;; Na] 

and 

('r/TJ, TJ' < Na(a»)[TJ '# TJ 4- an '# an']' 

Since ('r/YJ < Na(a»[aT/ E M[hoJJ, this proves 1. 
Now suppose a fj; Reg. Then 2~a ;?;: 2Nß ;?;: Na(ß) for each ß < a, ß E Reg, 

hence 2~a ;?;: Na(a) by our additional requirement on G that Na(a) is the 
smallest cardinal greater than or equal to Na(ß) for all ß < a that are not 
cofinal with Na. 

2. 2~a ~ Na(a) in M[ho]. 

Define L: in M as follows: 

L = {(A,S) lAs;; r a 1\ AEM 1\ Ss;; A x Na 1\ SEM}. 

We first show that I = Na(a) in M. Clearly ~ ;?;: Na(a}' Furthermore in M 

ra ~ Na' Na' NIl(a} = Na(a)' 

Since the GeH holds in M, 

{A lAS;; r a 1\ A ~ Na} ~ N~(a) = Na(a)' 

Therefore L ~ Na + 1 • Na(a) = Na(a) and hence 2: = Na(a} in M. 

Thus, to prove 2 it suffices to find a function in M[ho] which maps L: onto 
.?J(Na) in M[ho]. For (A, S) E L let 

K«A, S» = y if there are w, ij such that 

(i) ho(ij) = I 1\ ij ~ [w s;; (Na)'']] 

(ii) for each q' ~ ij and each y< Nu 

(3p E A)[p.q' > 0 1\ [p.ij ~ [y E w] V p.ij ~ -[y E w]]] 

(iii) S = {(p,y) IPEA 1\ y < Na 1\ p.ij ~ [yEW]} 
(iv) Y = h(w). 

KC<A, S» = 0 otherwise. 

The proof that 

K: L ~ .?JM(hol(Na) 

is similar to the corresponding pwof in Theorem 23.30. To prove that K is 
a function suppose that conditions (i)-(iv) are satisfied by Wo, ijo and Wh ijl 
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für the same S. We must then show that h(wo) = h(w1). Note that 
h(wo), h(Wl) s: Na. Suppose 

y E h( wo) /\ y rf: h( 11'1) for some y E Na. 

Then since this is true in M[hoL we have from thc definition of h (see the 
proof of Theorem 23.24) 

ho(qo 'ql' [y E wol [y rf: w1 ]) = 1 

and by (ii): 

(3pEA)[p·qo·qdY Ewoll·[yrf:w1 TI > 0 /\ [p·qo ::; [yEWo] V p·qo ::; [yrf:wo]]]. 

We must have p' (lo ::; [y E woTI, therefore by (iii) 

<p, y) E S. 

But by hypothesis, wo, qo and Wb ql satisfy (i)-(iv) for the same S. Hence 

P·ql ::; [y E 11'1]' 

This is a contradiction. 
To prove that K is onto suppose heu) s: Na. Then ho([u s: (Na)~]) = 1, 

so by Lemma 24.6 there are p, A E M such that ho(p) = 1 and, in <M, Bl\I), 
p ::; [u s: (Na)~], A s: 1',,, A ::; Na, and for each q' ::; p and each y < Na 

(3p' E A)[p'· q' > 0 /\ [p. p' ::; [y E U] V p. p' ::; -[y EU]]]. 

if S = {<p', y) I p' E A /\ Y < Na /\ p'.p ::; [y EU]}, then (A, S) E Land 

K( <A, S» = heu) 

i.e., K is onto. Consequently, in M[hol 

2~~ = NG(a)' 
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Problem List 

by Paul E. Cohen 

Seetion 1 

I. Prove, for a Boolean algebra <B, +, ., -,0, 1), that 

i) (Va)(Vb)[a + h = a --"" b - a = 0], and 

ii) (Va)(Vb)[ab = a -r a - b = 0]. 

2. If(B, +, ., -,0, I> is a Boolean algebra, prove that <B, ., +, -,1,0) 
is a Boolean algebra. 

3. Let <B, +, ., -,0, 1) be a Boolean algebra and let ::; be the natural 
order on B. Show that +, ., -,0,1 can be defined in <B, ::;). 

4. Give a partial order structure in which there is a p such that [p] is not 
regular open. 

5. Which sets are regular open in a linear order structure? 

Section 2 

6. Show that in Definition 2.2, condition 3 may be replaced by 

3'. SE A 1\ S c:; P 1\ S- = P 1\ S is open --"" G n S =f. o. 
7. If <P, ::; > is a partial order structure, if M is a model of ZF, if Q is a 

dense subset of P, if Q E M, and if Gis <P, ::; >-generic over M, then Q n G 
is < Q, ::; )-generic over M. 

If 

8. Let P = <P, ::;) be a partial order structure with 

P = {p I (3d c:; w)[d if finite 1\ p: d --"" 2]) and p::; q iff p :;2 q. 

i) Sn = {p E P I p(n) is defined}, n < w 

ii) A :;2 {Sn I nE w}, and 

iii) G is P-generic over A, 

then U G is a function from w into 2. 
9. If B is a complete Boolean algebra, if A is a class and if F is an A­

complete ultrafilter on B, then F - {O} is < I BI - {O}, ::; >-generic over A. 
10. Find a condition on a partial order structure such that its Boolean 

algebra of regular open sets will satisfy the c.c.c. Can you find an equivalent 
condition? 
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Section 4 

11. Show that the Boolean algebra or regular open sets for the partial 
order structure of Exercise 8 does not satisfy thc (w, 2)-DL. 

Section 5 

12. Show that if P is a partial order structure, if A is a set and if G is 
P-generic over A, then G is a filter for P. Thus G is sometimes referred to as 
a P-generic filter. 

Section 7 

13. We say that mathematical induction holds in a model M of Godel­
Bernays set theory (GB) if for every formula ep of the language of G B, 

[ep(O) 1\ (ltn)[ep(n) -;.. ep(n + I)]] --+ (ltn)[ep(n)] 

is true in M. Show that if M is a standard model of GB, then M satisfies 
mathematical induction. 

14. Let the strang Löwenheim-Skölen Theorem be the statement that 
every structure for a language 2'_(which is a sequence of classes) has an 

elementary substructure of power 2'. Show that if" G B + there is a standard 
model of ZF which is a set" is consistent, then the strang Löwenheim­
Skölem Theorem is not a Theorem of GB + mathematical induction. (Hint: 
Look at the minimal model.) We remark that the strang Löwenheil1l­
Skölem Theorem may be proven in Morse-Kelly set theory, which has 
stronger comprehension axioms than does GB. 

15. Give a construction for M [K] that does not presuppose that K ~ M. 

Section 8 

16. What is the relationship between the sets in L[K; F] of rank not more 
than a and {Da(t) I tE Ta}? 

Section 9 

17. In view of the fact that V[F] ~ V, discuss the statement" V[F] is an 
extension 01' V." 

Section 10 

18. Show that if ep is any limited or unlimited formula, then {p I p fI- ep} is 
a regular open set. Assuming forcing to be defined by the statements of 
Theorem 10.4, find a statement about p fI- ep and p fI- -, -,ep that is equivalent 
to the statement that {p I p fI- ep} is regular open. 
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Section 11 

19. Prove that the partial order structurc P of Definition 11.1 is isomor­
phic to the partial order structure of Exercise 8. What relationship is there 
between the set a in Theorem 11.3 and the function U G of Exercise 8? 

20. Why is Corollary 11.4 not a proof that if ZF is consistent then so is 
ZF + AC + GCH + V i= L? 

21. Refer to Theorem 11.6. Show that M [GI] and M [G2 ] are not neces­
sarily elementarily equivalent in the language 2"o(C(M) u {G( )}). 

22. Show that the partial order structure of Theorem 11.10 is isomorphic 
to the structure <Q, :5) where 

Q = {q I (3d)[d S; IX x w /\ CI < AO /\ q:d-+2]) 

and ql ::5 q2 iff {h 2 q2 (cf. Definition 11.1 and Exercises 8 and 19). 

Section 12 

23. Show that the partial order structure of Theorem 11.1 is isomorphic 
to the strong product of copies of the partial order structure of Exercise 8 
or 19. 

24. [n courses in naive set theory a finite set is sometimes defined as a set 
that is equinumerous with none of its proper subsets. Show that this is a 
satisfactory definition only if the Axiom of Choice is assumed. 

Section 13 

25. In view of the fact that V (11) s; V, discuss the statement" V(l\) is an 
extension of v." (cf. Exercise 16.) 

26. Suppose <K, :5 > is a partial order structure and B is the Boolean 
algebra of regular open sets of B. Letfo: K -+ B be defined by foCk) = [k] - o. 
Then V[fo] and V(lI) are B-valued structures. Define a Boolean elementary 
embedding f: V[fo] -> V'lI) (i.e., such that for any formula f{J and terms 
11 , ••. , In E V[foD, 

[s f one to one? Onto? V[f~] is a class of names for sets. In what sense can 
this also be said of Vm)? 

27. Suppose B is a complete Boolean algebra. For which U E V(ß) is 

{v E V(lI) I [v E uTI = 1} 

a set? For which U E V(lI) is 

{v E V(l\) I [v E u] i= O} 

a set? 

Section 17 

28. If M and N are models of ZF and M s; N, show that any cardinal in 
N is a cardinal in M (cf. Theorem 17.1). 
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29. IfP is a partial order structure, t~en we say that P satisfies the y-chain 

condition (where y is a cardinal) if S ~ y for every S S; IPI such that 
(Vp. q E S) [---, Comp (p, q)]. Show that if M is a countable standard transi­
tive model of ZFC, if P E M, if G is P-generic over M, and if IX > y is a car­
dinal in M, then IX is a cardinal in M[G]. Give two proofs of this, one using 
Theorem 17.4 (see Exercise 10), and the other based on Theorems 10.4and 
10.6. 

Section 18 

30. Suppose P is a partial order structure such that whenever (Pi I i < w) 

is a sequence withpo ~ Pl > "', then (3p E IPi)(Vi E w)[p ~ Pd. Let B be the 
Boolean algebra of regular open sets of P. Then B satisfies the (w, 2)-DL. 

31. Use the result of Exercise 30 to show that if M is a countable standard 
transitive model of ZFC if PE M has the property of Exercise 30, and if Gis 
P-generic over M, then .0"(w) is the same in M and M[G]. 

32. Give a direct proof of Exercise 31 based on Theorems 10.4 and 10.6. 
Can the proof be generalized to give a stronger theorem? 

Section 20 

33. Give a proof for the re mark after Definition 20.1. 
34. Give a condition on a partial order structure such that its Boole:'lIl 

algebra of regular open sets satisfies the (w. w,,)-WDL. Can you find an 
equivalent condition ? 

Section 22 

35. If Bis a complete Boolean algebra and Ba is a dense subalgebra of B 
then is the completion of Ba necessarily isomorphie to B? 
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Subject Index 

absolute c1ass, 66 
absolute formula, 66 
absorption laws, 4 
abstraction operator, 79 
abstraction terms, 79 
(~a, ~Ii)-splitable, 212 
~a-bounded, 215 
~a-Easton pair, 215 
(a, ß)-distributive law, 47 
associated partial order structure, 52 
associative laws, 3 
atom, 132 
atomic topological space, 191 
Axiom ofChoice, 100, 114-120, 142, 

206 
Axiom of Constructibility, 74, 76, 

106-113 
Axiom(s) of Equality, 61, 98, 122, 

131 
Axiom of Extensionality, 89, 99, 124 
Axiom of Infinity, 68, 90, 127 
Axiom of Pairing, 68, 89, 135 
Axiom of Powers, 71, 92, 93, 206, 

207 
Axiom of Regularity, 89 
Axiom (Schema) of Replacement, 

71, 94, 196,207 
Axiom (Schema) of Separation, 69, 

71,90 
Axiom of Unions, 68, 89 

B-valued interpretation, 59, 61 
B-valued structure, complete, 62 
B-valued structure, separated, 61 
B-valued substructure, 87 
base, 7 
Baire Category Theorem, 42 
Boolean algebra, 3-24 
Boolean algebra, complete, 6 
Boolean algebra, completion of, 

183-195, 184, 185 
Boolean algebra, M-complete, 21 
Boolean algebra, natural, 3 

Boolean algebra, natural order for, 
5 

Boolean algebra, nonatomic, 132 
Boolean algebra, uni verse of, 3 
Boolean a-algebra, 35-46 
Boolean subalgebra, 25 
Boolean-valued relative constructi-

bility,87-101 
Boolean-valued set theory, 121-130 
Boolean-valued structures, 59-63 
Borel sets, 35 

cardinals in V(ß), 160-164 
chain condition, countable, 30, 43 
c1ass, absolute, 66 
c1ass, complete, 153 
c1ass, definable, 66, 73 
c10pen set, 8 
c10sed set, 8 
coatomic, 214 
coatomic partial order structure, 215 
commutative laws, 3 
compact set, 38 
compact space, 38 
compact space, locally, 38 
compatible sets, 25 
complementation laws, 3 
complete B-valued structure, 62 
complete Boolean algebra, 6 
complete distributive law, 47 
complete subalgebra, 125 
completion of Boolean algebra, 

183-195, 184, 185 
constructible set, 163 
constant(s), individual, 79 
constant(s), predicate, 79 
constant term, 80 
constant term, grade of, 80 
constructibility, Boolean-valued, 87 
constructibility, relative, 64-86 
Continuum Hypothesis, 111-113, 

173 
countable chain condition, 30, 43 
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definable class, 66, 68, 73 
defined over M', 87 
denotation operator, 83, 143 
dense beneath, 105 
dense set, 8 
den se set, no-where, 36 
descrete topology, 7 
direct system. 189 
distribute laws, 47-50, 165-168 
distributive laws, (a, ß)-, 47 
distributive law, complete, 47 

Easton's main lemma, 216 
Easton's model, 221-226 
elementary embedding, 143-147 
elementary mapping, 146 
elementary substructure, 74 
embedding, elementary, 143 147 
embedding, topologieal, 191 
epimorphism, 16 
extensional function, 151 
extensional set, 152 

filter, 28, 51 
filter, A4-complete, 28 
filter, maximal, 51 
filter, principal, 28 
filter, proper, 28 
filter, trivial, 28 
fine partial order structure, 58 
finite intersection property, 39, 45-

46 
finite set, 38 
forcing, 102-105, 103 
forcing, setting for, 104 
formula, absolute, 66 
formula, limited, 79 
formula, unlimited, 80 
function, extensional, 151 
function, normal, 69 
function(s), projection, 45 
function, semi-normal, 69 
function, Skolem, 74 

y-chain condition, 161 
Generalized Continuum Hypothesis, 

74,76, 107, 169, 171 
generic sets, 25-34 
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Gödel,64 
Gödel-Bernays set theory, 67 
grade, of constant term, 80 
grade, of variable, 80 

Hausdorff space, 38, 46, 52, 53 
homomorphism, 16 
homomorphism, complete, 21 
homomorphism, kernel of, 19 
homomorphism, M-complete, 21 

I-D. sieve law, 210 
I-sieve, 209 
ideal, Boolean, 19 
ideal, generated by, 23 
ideal, M-complete, 21 
ideal, maximal, 22 
ideal, principal, 19 
ideal, proper, 19 
ideal, trivial, 19 
idempotent laws, 4 
identity laws, 3 
independence of the AC, 114-120 
independence of the CH, 106, 111-

113 
independence of V = L, 106-113 
independence results, 106-113, 169--

174 
individual constants, 79 
induced topology, 15 
interpretation, B-valued, 59, 61 
isomorphism, 16 

kernet of homomorphism, 19 

language, ramified, 79 
Levy, 64 
limited formulas, 79 
Lindenbaum Tarski algebra, 3 

M-complete Boolean algebra, 21 
M-complete filter, 28 
mapping, elementary, 146 
Marezewski's Theorem, 179-182, 

181 
maximal filter, 51 
maximum principle, 148 



meager set, 36 
measure algebra, 177 

natural Boolean algebra, 3 
natural order for Boolean algebra, 

5 
neighborhood, 7 
nonatomie Boolean algebra, 132 
normal funetion, 69 
normal limiting system, 192 

(w, w)-weak distributive law, 175 
(w u , wiJ)-weak distributive law, 214 
open, continuous and onto inverse 

system, 188 
open set, 8 
operator, abstraction, 79 
operator, denotation, 83 

P-generic set, 25 
partial order structure(s), 14,51-58 
partial order structure(s), associated, 

52 
partial order structure(s), coatomic, 

215 
partial order structure(s), filter for, 

51 
partial order structure(s), fine, 58 
partial order structure(s), normal 

limiting system of, 192 

partial order structure(s), product, 
57 

partial order structure(s), strongly 
eoatomie, 215 

partial order strueture, ultrafilter 
for, 51 

partial order structure, weakly 
normal limiting system of, 193 

partial ordering, 14 
partition of unity, 61 
predieate eonstants, 79 
principa! filter, 28 
product partial order strueture, 

57 
product topo!ogy (weak), 45 
produet topological space, 45 
projection funetions, 45 
proper filter, 28 

quantified ranked variable, grade of, 
80 

quasi-disjoint set, 179 

ramified language, 79-86 
Rasiowa-Sikorski, 29 
Rasiowa-Sikorski Theorem, 60, 100 
ramified language, 79 
ranked variables, 79 
regular open set, 8 
relative eonstructibility, 64-86 
relative constructibility, Boolean-

valued, 87 
relative topology, 42 
restricted (a, 2)-distributive law, 166 

satisfaction, 60 
Seott, 64 
sem i-normal function, 69 
separated B-valued structure, 61 
set, BoreI, 35 
set chain condition, 203 
set, dopen, 8 
set, dosed, 8 
set, eompact, 38 
set, compatible, 25 
set, eonstructible, 163 
set, definable, 68 
set, dense, 8 
set, extensional, 153 
set, fin ite, 38 
set, meager, 36 
set, no-where dense, 36 
set, open, 8 
set, P-generic, 25 
set, partial ordering of, 14 
set, quasi-disjoint, 179 
set, regular open, 8 
set, uniform, 153 
set theory, Gödel-Bernays, 67 
a-algebra, 35 
a-homomorphism, 35 
a-ideal, 35 
#-sifted, 209 
Shoenfield, 64 
Skolem funetion, 74 
Solovay,64 
spaee, eompaet, 38 
spaee, Hausdorff, 38, 46, 52, 53 
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space, locally compact, 38 
space, topologieal, 7, 51-58 
space, topological product, 45 
strongly coatomic partial order 

structure, 215 
structure(s), Boolean-valued, 59-63 
structure(s), partial order, 14,51-58 
subalgebra, complete, 125 
subalgebra generated by, 35 
substructure, 65 
substructure, B-valued, 87 

T l-space, 51 
term, abstraction, 79 
term, constant, SO 
term, grade of, 80 
topological embedding, 191 
topological space(s), 7, 51-58 
topological space, atomic, 191 
topological space(s), open con-

tinuous and onto inverse system 
of, 188 

topological space, product, 45 
topology,7 
topology, base for, 7 
topology, descrete, 7 
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topology, induced, 15 
topology, product, 45 
topology, relative, 40 
trivial filter, 25 
Tychonoff's Theorem, 45 

ultrafilter for partial order structurc, 
51 

uniform convergencc law, 200 
uniform set, 153 
unity, partition of, 61 
universe of Boolean algebra, 3 
unlimited formulas, 80 
unranked variables, 79 

Variables, ranked, 79 
variables, unranked, 79 

weak distributive law(s), 175-178, 
175 

weakly normal limiting system, 193 

Zorn's Lemma, 44, 46 
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a - b, a .0:' b 5 I1 b 75 
a = b, a :5 b 5 Ba, Ka 76 
2: a, TI a 6 L[K; F] 76 

u"A ac,A L[F], M[F] 77 
(X, T> 7 

X n , X n" 79 
(P, :5 > 14 K(), F( ) 79 
[x] 14 /i., .rn" 79 
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(a, ß)-DL 47 M[Fo], M[h] 100 
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L[A] 65 Jo 122 
BIA 65 V a (lI) 124 
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Graduate Texts in Mathematics 

Soft and hard cover editions are available for each volume 

For information 

A student approaching mathematical research is often discouraged by the 
sheer volume of the literature and the long history of the subject, even when the 
actual problems are readily understandable. The new series, Graduate Texts in 
Mathematics, is intended to bridge the gap between passive study and creative 
understanding; it offers introductions on a suitably advanced level to areas of 
current research. These introductions are neither complete surveys, nor brief 
accounts of the latest results only. They are textbooks carefully designed as 
teaching aids; the purpose of the authors is, in every case, to highlight the 
characteristic features of the theory. 
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used for private study. Their guiding principle is to convince the student that 
mathematics is a living science. 
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